HEHEE (S - BIREEE)

H

£:7]11 2016 ICBBS
S & e

ARFSTERR © B PR
T ¢ SRR
IRENER ¢ BB, HEE
HIEIHAR © 2016.6.26-2015.7.4

e H ¢ 2015.6.26




RS

AKX HFE 2016 5th International Conference on Bioinformatics and Biomedical
Science (ICBBS 2016) » M A (EE A fE - (HEIBEWE &0 HE FEE > £
Bioinformatics 2 Biomedical Science UERFVERSCHHE 5 BB HEEVE o ARS8
WETE » HIVEGRE RIS A RSRESR > B A HAse 2/ P
RRIHIIERER » WEBERAREERE - SREE T METRAON » SFE
J3 1] o

FHfHsE - Bioinformatics, Biomedical Science ©




sereree

—y N
.
A5
—_— § o h 00000804 s 600008080000 000 080 00800000088 8000808000000 800 0000800000 0sEe0tess it eest oot eeNeneseeseesereseesreessettrees

1

2

=V RO =
8

sevesene

“sreee

00N ee et e eI errrIereIILITIRIIIIRIRI I IITIINITYTY

covee

sresees

vaveresveseeree

ceeesrrsercass

IETI TR TRY PR RY

seees veve esvsene

sk

veveee

sesrtesrresrrenes




—~ H#Y

Conference General Co-Chairs

Prof. Orawan Siriratpiriya, Environmental Research Institute of Chulaongkorn University,
Thailand ,

Prof. Tjokorda Gde Tirta Nindhia, Engineering Faculty, Udayana University, Bali, Indonesia
- Prof. Helmut Zarbl, Rutgers, The State University of New Jersey, USA

Program Co-Chairs

Prof. Kevin Fong-Ray Liu, Ming Chi University of Technology, Taiwan

Prof. Manoj R. Tarambale, Marathwada Mitra Mandal’s College of Engineering, Pune, India
Prof. Zuraini Ahmad, Faculty of Medicine and Health Sciences, Universiti Putra Malaysia,
Malaysia

Contact Chair

Ms. Flora Feng, Asia-Pacific Chemical, Biological & Environmental Engineering Society

Technical Committee

of Frariche-
. France




PAERHET G chairs kZEREKE » B R GavRED » et &7 15 LUR
FIVHETT « RRAMERIEE B EETOBERE  WRRBIITER T i S AR
T —FFFER AR » (8RR R R E  ZEEREEE
(T SVRETBER] » 7 L RN M ERAG_LAYATHY » R piE e i i S R 2 N
WY AMEE -

Z R

KK RS 2016 ICBBS st » & fE & H & |dentification of SNP-SNP
interaction using Entropy-based multifactor dimensionality reduction in Case-Control
studies » FE HEYE{EH entropy-based information gain {F &R T E » &ifk
Ff gain {EIESKEVMEAL » DA multifactor dimensionality reduction PR B Z
HIMRL L -

BNRHANGPFSHEEG - SIIHYEIER session 2, session 4 » 53l LA
Biomedicine J% Bioinformatics & Medical FiBfEMVin B H » K EmiBid a0
TRR




2016 APUBEES BALT DONFERENCES
 for Conferences

Adternoon, Jume 28, 2016 (Saturday) Venune: Lobby
’ Avrival Registration 13:30~17:00

(Committee Meeting 14:00~14:00)
June 26, 2016 (Sunday) 8:50~17:30

Yenue: Gianyar Room & Klungkung Room

=

Venue: Gianyar Room
Opening Remarks §:50-8;55
{Prof. Tiokorda Gide Tirn Mindbida, Engineering Faculty, Udayana University, Bali, Tndonsgin)
Keynote Speech I 8:55-~9:30
Topde: *Sratainable Use and Zavo Waste fivr Watsr Resouroes™
(Pl e Siriratpiriya, Bovivonaenial Research Tostitute of Chulimmghkorn University; Thaiband)
Keynote Speech I 9:30~10:05
Topie: “Indonesign Wild Sillowerm Cocoon as Biomateripd™ 7
{Prof. Fjokords (ide Tina Niddisa, Baginsering Fooulty, Lidagans Unlersity, Bali, Indonesis)
Coffee Break & Photo Taking 10:05~10:40
Keynote Bpeech HE 10:40~11,15
Topie: “Digtary Methylselenocysteine Prevents Mammary Carcinogenesis by Recoupling the
Expression DINA Damage and Resporse Cenes to the Clreadian Clock™

{(Pool, Helmet Zabl, Budgens, The State Lnivessity of Mo Jarsay, 1I5A)
Keynote Speech IV 11151150
Tispie: “In ity Arsenie Removal in Crroundiwater for Bural Communities by Tron Sorption and
Asgenie Tmmobdliztion”

{Prof, Solomon W, Leung, BEnviconmental Bagineering Civil and Environmental Brgineering

Session 2 13:00~15:00
Venue: Klungkang Room
8 presentations-Topie: “Biomedicing”

Coffee Break 15:00~15:30
s e g Sesston 42 15:30~17:3
Session 3¢ 15:30~17:30 N Iy 5:30-17 ‘3{}
R Venue: Klungkung Room
Venue: Gianyar Room _ PR S .
, e e R presemtations-Topic: “Biginformaties
8§ presentations- Topic, “BEavironment” : e
' ' & Medical”
Dinner 17:40 Venue: The Coffee Shop
June 27, 2016 (Monday) 9:00~17:00
One Day Vigit & Towr
Tiprss Please arcive at the confierence room 10 minutes befire the seasion beging to upload PET into the Taptop,

Venue: Gianyar Room
8 presentations-Topie: “Food Science &
Biguhemisiry™




FRIEEEER - SBAMOHEYRER GRS REHN PR EREYR
Mo BR RAFRVAEYAEA N « s  TREEEESEERS > [B4E biomedicine S50 -
W82 R[S PR AR T G0 » T B A (68 PR R 28 A W T R I R B B2 T RE A T (56
BB > SUERR IR 2 e RO A SREUR DA M e g e Al »
(HEWARZERIAE I LPUREDERE > SETT77ARE] > DUETTIRCHES -
AR THYFIEE R B R f— e S B EL RN R B Tas & » 5 iRf— [FlRdm
CETERRRERE > LRI R B AR A DR S IRV e % » N AR R
BN EEEr B R HH B 25 B MERVER Y - BB M — [EE R R ) -

2016 /06 /27 RIEIGSWnEHIH  EEIRAER T

1.Visit Turtle conservation at Serangan Island 09:00 - 11:00
http://www.wwf.or.id/en/about wwf/whatwedo/marine_species/how we work/en

dangered marine species/tcec.cfm

2Visit Udayana University (University hospital, Institute of peace and Democracy
11:00-12:00 ’
Photo session infront of Rectorat Building

3. Lunch at Garuda Wisnu Kencana
https://en.wikipedia.org/wiki/Garuda Wisnu Kencana

4. Tour to Uluwatu Temple
https://en.wikipedia.org/wiki/Uluwatu Temple

5. Dinner (farewell party) at Muaya Beach Jimbaran
Muaya Beach Cafe Area Jimbaran

EEERT




S
S
A

o

N

@




ey

S
R




e = e RESREE

AR HBIRERCR G R RN - 2SR TN g TREEAHES
e g o MR INOITER AT BRI » R BIS RENE » B
JEVHEEHL R AR > BT TR BRI FE R R A A RV ZER » B e R
BEVSRL > SHAMHBIE AR - R RABHCHIR B BIEE I R T 955 -




ffif 5k

1. A
2. s ppt




Identification of SNP-SNP interaction using
Entropy-based multifactor dimensionality
reduction in Case-Control studies

Cheng-Hong Yang
Department of Electronic Engineering, National Kaohsiung University of Applied Sciences, Kaohsiung, Taiwan

Email: chyang@cc.kuas.edu.tw

Abstract—Diseases susceptibility plays an important role in
genome-wide association stady (GWAS). There are complex
relationships between genotypes and environment factors in
diseases. Due to the nonlinear relationship, the identification
_ methods are met a challenge to detect gene-gene intgraction
or gene-environment interactions. In this study, entropy-
based multifactor dimensionality reduction (EMDR) was
used for identification of the single - nucleotide
polymorphisms (SNPs) interaction effects. MDR method is
able to identify the interaction by trying n-locus interaction
brute force. The proposed method uses K-way entropy
~based information gain as the filter for preprocessing, and
then picks the suggested percentage of n-locus SNP
combinations, Entropy-based interaction was compared
with the searching way of MDR based on the ranking of
- interaction gain value. The Gametes simulation datasets
" were used to test the top percentage chosen for MDR, and
the real kidney data was used to proof the ability of EMDR.

Index Terms—Entropy-based interaction Gain, SNP-SNP
interaction, multifactor dimensionality reduction, Gametes

I. INTRODUCTION

Due to the huge amount of data produced from the

. next generation sequencing technologies (NGSTs), the
genome wide association study (GWAS) becomes an
important role in bioinformatics, In fact, an individual
factor may not be the cause of a disease, but may lead to
a high risk of disease susceptibility. To determine an
individual is in the risk group (case) or in the low risk
group (control) depends on the interactions between
genetic and environment factors, Single nucleotide
polymorphisms (SNPs), the common genetic variants
between different human beings, have become the main

According to the features of SNPs, GWAS is widely
applied on the identification of gene-gene interaction or
gene-environment interactions to determine the disease
susceptibility [1, 2].

An efficiency méthod to identify the specific
interactions from a huge amount of SNP or environment

* elements to determine the particular disease susceptibility.

Cheng-Han Wu
Department of Electronic Engineering, National Kaohsiung University of Applied Sciences, Kaohsiung, Taiwan
~ Email; jackmel030@gmail.com

Li-Yeh Chuang
Department of Chemical Engineering, I-Shou University, Kaohsiung, Taiwan
Email: chuang@isu.edu.tw

factors is become the hot topic in GWAS. Most of the
traditional statistical methods can only detect a SNP
factor in linear relationship between genetic marker with
disease [3, 4]. However, the relationship between SNP
and environment interactions is nonlinear in a complex

o S

disease, Even a SNP has been identified to have :small - o

effect on the heritability of complex disease; the

combination of several SNPs could be highly associated

with the disease susceptibility. The high-dimension of
SNP data remains the other challenge in the analyzing
methods due to lack of computation effectiveness in
traditional linear parametric methods.

To overcome the challenges of identification in SNP
and environment factors interactions, many algorithms
were proposed to conquer the problems, e.g., Genetic Al-

gorithm (GA) [5], logic regression [6-8], polymorphism =~

interaction analysis (PIA) [9] and multifactor
dimensionality reduction (MDR) [10]. Here, the main
structure of the proposed method is based on MDR
algorithm. MDR classifies the high-dimension data into
high risk group or low risk group by reorganizing the
amount of SNP-SNP characterization in a “Cell”, the base
unit of MDR. The cell can be declared as the high risk
group through the threshold of the cell. In this study, the

process of MDR method was maintained, but the . .-

selection step of the variables number was discarded. The
entropy-based MDR uses the interaction gain [11] as‘a

preprocess of MDR. EMDR leaves a number of SNP

combinations that doesn’t pass the threshold of gain limit.
In this way, we can save the computational time through
dislodging the SNP combinations with low gain value.

In this study, two 2-order GAMETES [12] model and
two 3-order GAMETES models were selected for testing
the cut line, and each Gametes model has 2 sets of SNP

number (S0SNP, 100SNP), 3 sets of case-control number

(Case: Control = 200: 200, Case: Control = 500: 500
Case: Control =
has 100 experiments. In total, there are 4 x 2 x 3 x 100 =

1200 simulation data for testing the gain list cut line,

1000: 1000), and each combine setting -




II.  METHODS

A, Multifactor dimensionality reduction

~ The results of this study were obtained by the MDR
method with cross-validation. Before the MDR
processing, the number of polymorphisms was decided,
and then started the MDR processing, In the first step, the
" data was divided into 9/10 training dataset and 1/10 test
* dataset (for a 10 fold cross-validation); the data should be

random shuffle the order of samples in the whole data by -

a random seed. The random shuffle process is able to
avoid the case or control samples concentrated to a
certain subset or area. Even though the data is
ceoncentrated to a certain subset after the random shuffle
process, the data division can be reorganized through
several times of cross-validation by using different seed

- - to-random shuffle the sample order in dataset, Hence, the

final results turn to avoid the particular situation. In the
second step, the number of a polymorphisms set was
selected from the beginning. In the third step, the number
of different class (case and control) in a polymorphisms
set with different genotype was calculated. Then, the ratio
of case number to control number in whole data-was used
- as the threshold. If the ratio of the cell is higher than the

threshold, then the cell is desctibed as the high risk group.

. For example, assume the MDR cell is 2 polymorphisms
and there are 3 avalible genotypes in each polymorphism.,

Then, the MDR cell has 9 sub cells in it as shownin Fig. 1.

Each sub cell was calculated to obtain a ratio of case to
control. Then, based on the ratio value, the sub cell could
be discribed as high risk group if the ratio is met or
exceed the threshold.

SNP,

genotypey, genotype, genotypey

SNP;
genotype;, genotype;, genotypej,

MDR sub cell

Lowrisk cell €% Highrisk

I Case D Control
A

Figure 1. The description of a base MDR unit,

<> Empty cell

" In MDR, the error rate is the evaluation value of the
_ SNP-SNP interaciton. The error rate is according to the

_ contmgency table that is divided into 4 groups. The

sample 1n case group and with the high risk cell is labeled
a8 True Positive group (TP). The sample in control group
and with the high risk cell is labeled as False Positive
group (FP). The sample in control group and with the low

risk cell is labeled as True Negative group (TN). The
sample in case group and with the low risk cell is labeled
as False Negative group (FN).

The error rate is calculated to determine the prediction
ability of a filter. Therefore, the error rate would be a
ratio of false predition amount to all sample amount. The
accuracy of training data sets and test data sets is

calculated as the equation (1) by the contingency table of

SNP problem in Table L.
Tablel.  THE CONTINGENCY TABLE IN SNP PROBLEM
High risk cell Low risk cell
Case' TP EN
Control FP TN
Error rate(X,)= FE + PN, (1) |

TF, + FEB + FN, + 1IN,

B. Entropy-based interaction gain

1) Definations
The entropy is the value measuting the uncertainty

associated with a random variable or a random system.

The entropy H(X) of a discrete random variable X is
defined as equation (2):

H(X)=~Elog P(X)]=-) p(Mlogp(x) (3

xeRN

The disease status of an individual is denoted by D.
If D = 0, the individual is labeled as control. If D =1,
the individual is labeled as case. To identify the
interactions between two di-allelic markers, A, B and
C (SNP,4, SNP3, and SNP(), the genotypes of SNP,,

SNP; and SNP¢ are denoted as G4, Gpand G, shown

as the equation (3) below.

2 Ad 2 BB 2 CC
G,=41 Ada{,G, =<1 Bb;G.=31 Cc 3)
0 aa 0 bb 0 cc

2) Interaction gain

In the literature, genetic markers and environmental
factors are treated as attributes. Using the entropy
definition (1), we can define the entropy H(4) of
matker A in the general population and the
conditional entropy H(4|D) in the affected population
as equation (4) and (5).

D PG, =Dlog P(G, =) @

i=0

H(d)=-

H(A]D):—ZZ:P(GA zilD:casejlogP(GA =1| D = cagse) )




3) Two way interaction gain
The mutual information measures the interaction
between two markers. In the general population, the
mutual information of markers 4 and B, I(4, B), is
defined as

1(4,B)=H(d)+ H(B)~ H(4, B)

AN 6 = Mee PG, =G, =) (6)
= PG, =i,G, =
Z,Z (G =h Gy = o8RG, = 1)

In the affected population, the mutual information
of markers 4 and B is defined as
I(A,B| D)= H(A| D)+ H(B| D) - H(4,B| D)
RG,=i,Gp=/| D=casy (7)
P(GA =i|D=cas)rP(GB =/| D=casy

——Z EP(GA==L, = j | D=cas}log

The information gain of markers A and B in the
presence of a disease can be defined as the difference
between the mutual information in the affected
population and that in the general population [13].

IG(AB| D) = I(4, B| D)~ I(4, B) ®)

4) Three way interaction gain

In the general population, we denote the joint
genotype probabilities for markers 4, B and C by Py
= P(G4 =1, Gg=J, Gc= e). In the affected population,
we denote the joint conditional genotype probabilities
by Qye = (G4 = L, Gp =, Ge= elD = 1).

Denote Pj= ZoZeoPye, Py = ZigZeeoPres Pre = EioXieo
Py, Similarly, Q. , Q. , and Q . can be deﬁned ina
similar manner, Denote Py.= 24Py, Pje= Zi-oPyje, Pre
= X2Pye. Similarly, Qi , Q. , and Q.. can be defined
in a similar manner,

" Q.y
Sy =B log——F— g, =0 log—"— 9
if [iL B P,j, P,,E i i Q,,,Q_j.Q_.e ( )
Denote Py, = E§=0Pyg, Py, = Z?=0P('je, P.= Ef:opije.

Similatly, Qi , @y , and Q.. can be defined in a

similar manner.

PBPP 0,0.0,0.
b, =P, log— it ] =g Jog =it (10)
1)1jP/e‘Pre Q(/-Q-jte'e ,

The interaction information gain 4, B and C would
be denoted as

1IG(4BC| D) = (4, 8,C | D)~ I(4,B,C)

DO YL HI v

=0 j=0 e=0 =0 J=0 e=0

C. Entropy-based MDR

The entropy-based MDR uses gain value of interaction
information as the suggestion, The suggestion is a

ranking list in order. The SNP sets with a higher gain
value would be put at the front of the list. The ranking list
is similar as a pool that is feeded with the polymorphisms
sets into the MDR process in order. In the way, we can

reduce the redundancy SNP sets to join the MDR process . . .

for saving the computational time meaningfully, The
psudocode is show as Table II. :

Table I, EMDR PSEUDO CODE

1. Interaction gain phase:
2. For S=1 to the last SNPs combination.
3. Calculating the interaction gain value by n way
interaction gain. :
4, End S
5. End interaction gain phase
6. MDR phase:
7. Divide data into 10 subsets randomly.
8. For D=1 to 10 subsets
9. Training data:
10. For S=1 to the cutline of interaction gain -
11, For C =1 to all combination of genotypes
12. Determine the high/low risk groups in C
MDR sub-cell,
13. End C
14, Compute the error rate of S "SNP
combination,
15, End §
16. Choose the best combination with the least -
error rate. :
17. End training data
18. Test data:
19, Compute the best combination in the test
data. :
20. End test data ;
21. Collect the best combination into consistency set. -
22, EndD

23.  Compute cross-validation consistency from
consistency set.

24,  Choose the best combination with the least error -
rate in test data.

25. End MDR phase

III. RESULTS AND DISCUSSION

A. Results

1) GAMETES datasets .

GAMETES is a tool for generating 2-locus, 3- locus
models with random architectures, GAMETES is focused
on generating the lower heritability models that typically
used in simulation studies. In the case, the extremely
strict models can be tried to evaluate the identification

algorithms for SNP interaction, There are two 2-locus
GAMETES models and two 3-locus GAMETES models

were used in this study.

Two of the 2-locus models are the models with
marginal effects. Junghyun Namkung et al. developed
Models 1 (Table III) and 2 (Table IV) [14] by varying the
strength of genetic effects while fixing the interaction

e




s‘;i'ucture, the minor allele frequency (MAF) and
prevalence.

Table ITI. PREVALENCE.VALUES OF 2-LOCUS MODEL 1,

AA Aa aa
BB | 0.060 | 0.010 | 0.010
Bb | 0.010 | 0.208 | 0.208
bb | 0.010 | 0.208 | 0.208

Table IV, PREVALENCE.VALUES OF 2-LOCUS MODEL 2.

AA Aa aa

BB | 0.061 | 0.017 | 0.017
Bb | 0.017 | 0.136 | 0.136
bb | 0.017 | 0.136 | 0.136

. Two of the 3-locus models are called XOR model [15]

(Table V) and ZZ model [16, 17] (Table VI), respectively.
" - XOR model is a nonlinear epistasis model, and the high

risk of disease is dependent on inheriting a heterozygous
genotype from one locus or a heterozygous genotype
from another locus, but not all loci. In ZZ model, the high
risk of disease is dependent upon inheriting exactly two
high risk alleles from two loci. The simulation data was
set at 50 or 100 SNP number and 400, 1000 ‘or 2000
- sample size for each model.

Table V. PENETRANCE VALUES FOR COMBINATIONS OF GENOTYPES

* FROM THREE SNPS EXHIBITING INTERACTIONS IN THE ABSENCE OF

INDEPENDENT MAIN EFFECTS. (XOR MODEL)

CC Cc Cc

AA | Aa| aa [ AA| Aa| aa | AA| Aa | aa

BB | 04]109/07]02]02|06]|1.0/04]05

Bb | 09]00[09]06[09]00]03]0.1]0.6

bb | 0.1 102]06]03]06]03]03]09]1.0

Tﬁble VI PENETRANCE VALUES FOR COMBINATIONS OF GENOTYPES

. FROM TWO GENES EXHIBITING INTERACTIONS TO 3-LOCUS EXTENSION.

(%Z MODEL)
’ CC Ce cc
. AA | Aa|aa | AA| Aa |aa | AA | Aa| aa
BB | 0 0 1 1 0 1 1 0 1
Bb| 0 0|0 0 050 0 0 0
bb 1 0 1 1 0 1 1 0 0
2) Cut line

. . EMDR uses MDR as a based algorithm and entropy-

based interaction gain as preprocess. The ranking list lists
the gain values in order, Only a percentage of data from
the ranking list is sent into the MDR for figuring out the
best training model. Therefore, the definition of cutline is
important, A good cutline of ranking list can abandon the
SNP combinations with lower gain values into the SNP
combination pool of MDR, but still maintains the high
accuracy as the standard MDR.

- Here, the cutline of ranking list is discussed by
" detecting the ranking of SNP combinations in the
simulation data. As shown in Fig. 2, the ranking of target
SNP combinations revealed lower than 50 percentage of

the SNP combinations in the selection pool except that of
the 3-locus of ZZ model.

The obtained gain values are shown in Fig. 3. The gain
values obtained from 2-locus models were close to 0.
However, the gain values of 3-locus models were
increased and higher than 2-locus models. In addition, no
matter the SNP number is getting higher, the average gain
value is kept at the same level in same model.

100%

3%

50%

2884 o

0% : = :
SOSNP 100 SN SOSNP 100 SN SOSNP 100 SNP SO SNP 100 8NP

Madel 1 Model 2 Z2Z modgl XOR model
2-Laxus J-Locus
WSample Size 400 gxSample $ize 1000 ESample Size 2000

Figure2. The ranking of two 2-locus marginal effect model and 3-
locus ZZ, XOR model with different SNP and sample size.
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Figure 3, The gain value of two 2-locus marginal effect model and 3-
locus ZZ, XOR model with different SNP and sample size.

3) Comparison of MDR and EMDR

Fig. 4 - 7 show the identification accuracy of MDR and
EMDR in different GAMETES simulation data sets
(symbol A to F). Symbol A is 50 SNPs with 400 sample
size. Symbol B is 50 SNPs with 1000 sample size.
Symbol C is 50 SNPs with 1000 sample size. Symbol D
is 100 SNPs with 400 sample size. Symbol E is 100 SNPs -
with 1000 sample size. Symbol F is 100 SNPs with 2000
sample size. As shown in Fig. 4, the accuracy line of
MDR and EMDR are same in the 2-locus model 1. In the
2-locus model 2, the accuracy line of MDR and EMDR
become different (Fig. 5); EMDR method showed higher
accuracy than MDR for the GAMETES data sets A and D.
However, the MDR method revealed higher accuracy
than EMDR in 3-locus ZZ model for all of the
GAMETES data sets (Fig. 6). Same as the 2-locus model
1, the accuracy line of MDR and EMDR are same ‘in the
3-locus XOR model (Fig. 7).
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Figure 4. The identification accuracy of MDR and EMDR in
different GAMETES simulation data setting, (2-locus modell)
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Figure 5. The identification accuracy of MDR and EMDR in
different GAMETES simulation data setting, (2-locus model2)
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Figure 6. The identification accuracy of MDR and EMDR in
different GAMETES simulation data setting. (3-locus ZZ model)
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Figure 7. The identification accuracy of MDR and EMDR in

different GAMETES simulation data setting. (3-locus XOR model)

B. Discussion

In this paper, the ability of EMDR and MDR is
evaluated for the identification of SNPs interaction. In the -

experiment of interaction gain ranking list, the most ~ '&: -

interesting part is the ZZ model in the whole experiment.
The ranking percentage of target SNP combinations is .
significant high, even higher than 75%. The reason might
be due to inexistence of the main effect in the ZZ model,
and the other 3 models in 2-locus or 3-locus might exist
more or less of the main effects. Thus, we hypothesize
the existence of main effect may influence the
information gain value of the combination items.

In the accuracy test experiment, we compared the
identification accuracy between MDR and EMDR
methods. Before the experiment, we assumed that if the
target SNP combination didn’t get into the MDR -
selection pool, the EMDR won’t select the correct SNP
combination, and the accuracy of EMDR would be lower
than MDR, In Fig. 4 and Fig. 7, the MDR performance is
exactly same as EMDR. That is because of the target SNP
combination is in the gain ranking list, and MDR is not
lose control. The MDR method randomly shuffles the

order of samples in the whole data to avoid the unbalange - - e

sub-data in any fold. If the unbalance sub-data exist, the
MDR would made a mistake to choose the SNP
combination with a lower interaction. As shown in Fig. 5,
comparison of the identification accuracy of MDR. and
ENDR, the EMDR can keep the stability of accuracy for
all of the test data sets. The superior performance of
EMDR is due to EMDR removed the rundancy pair of
SNP combination. Without the perturbation of rundancy

pair of SNP combaintion, EMDR can easily keep the high o S

accuracy even the fold is unbalance. In Fig. 6, EMDR
showed worse performance than MDR. That might be
caused by the interaction information gain ranking list.
The list missed the useful SNP combinations due to
divide the wrong group among the gain value of SNP
combinations. EMDR was not able to search the correct
SNP combination in the selection pool Thus, EMDR
obtained lower accuracy than MDR in the 3-locus of ZZ
model.

IV. CONCLUSION

The method of multifactor dimensionality reduction
(MDR), a nonparametric method, is a good tool that
divides high dimensional data into one dimension. MDR
plays an important role on the identification of gene
interaction. However, there is a drawback for MDR due
to its unbalance folding, With the unbalance folding of
MDR, the lower accuracy or missing selection is come
behind. :

EMDR is proposed to solve the problem of unbalance
folding. The results indicated that EMDR provided ‘a
better identification while the important SNP
combinations were in the gain ranking list for interaction
information. EMDR is able to use the interaction
information gain list to pool the SNP combinations to
target group and remove the redundancy group
meaningfully, With abandoning the redundancy group of
SNP combinations, EMDR would save the computational -




time on identification of the interaction of SNP

combmatlons

‘ However, based on the current study results, the
ehtropy-based interaction gain can’t correctly pool the
SNP combinations to the target group and remove the
redundancy group. That would make EMDR never select
the target SNP combination, instead select the close
solution. We expect raising the precision of interaction
- information gain can be proposed in the future work.
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