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ABSTRACT

In last couple of years of Learning and Technology,
we have observed the exponential growth of ICT
tools, especially Mobile and other handheld devices
along with the established and . resilient IT
infrastructure. This is already strengthening the [T
services including Wireless Communication and
availability of several other devices for wuser
casiness and enables new epoch for learning and
knowledge, especially for smart cities which
promises to have ‘a modern communication
infrastructure. The development transforms the
traditional learning to context responsive learning
as well. Ubiquitous Learning is becoming a new
learning trend, based on Learner centred approach.
The research work in this paper will present an
overview of the Ubiquitous Computing, Ubiquitous
Learning Environment (ULE) similar to the OSI
layered architecture. ‘

KEY WORDS

Ubiquitous Learning, Ubiquitous Computing,
Context Awareness, Wireless Communication, OSI
Layer

1. INTRODUCTION

E-Learning can be defined as an educational

process and scheme in which the substantial
portion of teaching is conceded out through
online distribution of knowledge for education
& learning using Information and
Communication Technologies and tools. It
provides a new paradigm for learning
pedagogy by using a set of IT enabled tools in
classroom learning and using interactive
assessment and lecture delivery with the help
of audio, video, textbook and other material
sharing as compared to the traditional learning
and teaching environment.

The recent rapid developments of wireless and
sensor technology in metropolis, the traditional
network learning for the acquisition of
knowledge, i.e. Transformation of knowledge
from Electronic to Mobile Leamning and then

ISBN: 978-1-941968-02-4 ©2014 SDIWC

further extend to unconventional networked
learning i.e. Context aware Learning or
Ubiquitous Learning (U-learning). This
remarkable change is due to the exponential
growth of ICT infrastructure and strengthening
the Wireless sensor network (WSN). The
major difference between these ICT based
learning pedagogies with the traditional
methods is the relationship of the Learner in
each scenario. E.g. the influence of leaming
experience of individual learner in a
Ubiquitous learning environment is much
higher than the presence at a Distance or
Electronic learning. Also the leaming was
transformed from Individual experience
learning to collaborative and shareable leamning
experience which increases from electronic to
mobile and finally in Ubiquitous learning. The
implementation of such ICT technologies using
Wireless and Mobile communication results a
Virtual Wireless University however there are
several observers who assert that such -
implementation is firstly for financial and
technological reflection rather  than
pedagogical. Nevertheless it is evident that the
ramification for the integration of ICT

specially the  Wireless and  Mobile
communication enhances the Ubiquity,
Sophistication, = Compatibility, = Emphasis,

Savings and Standardisation in teaching and
learning environment [14].

The recent development helped a learner for
accessing the global communication and
educational resources with its own pace and
easiness. Such behaviour of ubiquitous
computing nature with blending Ubiquitous
Learning creates a new step in learning, The
overall integration of ICT tool for providing
omnipresence learning creates a huge change
in the delivery of Education knowledge and
sharing learning experiences.
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2. UBIQUITOUS COMPUTING &
UBIQUITOUS LEARNING

In this section we will outline information for
Ubiquitous Computing and  Ubiquitous
Learning with its evolution from eLearning,
mLearning.

2.1 Ubiquitous Computing (UC)

There are many diverse definitions and ideas
for Ubiquitous Computing; however Mark
Weiser, who is considered as a father of
Ubiquitous Computing named this technology
as the Third Wave of Computing that resides
from 2005-2020. First was the Mainframe
systems that were used in shared mode and the
users are using its high power processing
typically for large calculation. After the era of
Large Mainframes we have utilized Small
Personal Computing age, in which a user has
its own environment for accessing his personal
computing. Finally, he determined a new era
which he named as the Age of Calm
Technology i.e. Ubiquitous Computing where
technology recedes into the background of our
lives. [1]. :
The other view about Ubiquitous Computing
was presented by Gabriel, who stated that the
Ubiquitous Computing era encompasses a
series of computers or computing devices that
are available for use as a sharing node for us.
These computers cab are the devices that we
may use for browsing the Internet and the
others will be implanted in the walls, chairs,
clothing, light switches, cars. In short
Ubiquitous Computing is primarily considered
an integrated world of computers and
computing devices from large scale to
microscopic [2].Today, we can name such type
of small server network as collaborative
microscopic or wireless sensor network.

The recent researchers may further clarify the
Ubiquitous Computing term as a new hype in
ICT world. Like previously mentioned,
Ubiquitous Computing considered as a huge
collection of integrated and tiny electronic
computing devices (small computers) which
have ability for communicating and
computation. We can find such devices as
smart mobile phones, contactless smart cards,

ISBN: 978-1-941968-02-4 ©2014 SDIWC

handheld terminals, bar codes, sensor network
nodes, Radio Frequency Identification (RFIDs)
etc. Infact Ubiquitous Computing and such
devices are now in our life and everywhere
around us [3].

2.2 Ubiquitous Learning

Ubiquitous learning is reported to be both
determined and omnipresent and allow access
for learners to obtain immaculate knowledge
and learning [13]. In line for its omnipresence
nature, Ubiquitous learning has a possibility to
transfigure the existing traditional as well as E-
Learning and remove any physical constraints.
Ubiquitous learning changes the Electronic
Learning paradigm by proposing new learner-
centred approach which can easily integrate
within our education live. U-Learning is
considered as a prominent swing of learning
paradigm from traditional learning to e-
Learning and m-Learning [See Figure-1,2].

s

e-Learning

Figure-1 (Evolution of eLearning)

tm-Learning u-Learning

Based on various research on studying of the
above evolution of ubiquitous learning, u-
learning can easily be formulated as below
from the amalgamation of Mobile Learning
into its pre successor i.e. Electronic Learning in
order to generate a purely ever-present u-
learning environments [5].

Figure-2 (Integration of Learning technologies)
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Additionally, the assimilation of adaptive
learning (an individualized method of teaching)
both with Ubiquitous Computing Learning
produces, extraordinary improvement for
dissemination of Knowledge and learning on
the basis of student/learner context and
easiness.

3. UBIQUITOUS LEARNING FEATURES
Ubiquitous Learning is still considered as a
new form for research and discussion
nevertheless there is still confusion for
highlighting its complete topographies.
However, at this point of discussion and Based
on the several studies carried out by the
researcher[8,9,10,11,12] we can conclude that
the studies for these investigators = are
somewhere overlapped with each other and
therefore we can conclude to present the
following main features model for u-learning.

Cantext
User Friendly

Awareness

Ubigusiteus
Learning

Figure-3 (Ubiquitous Learning Features)

The above cited features can be demonstrated
as below
e Stability
In U-Learning, the required and
accurate information should always be
available for the Learner at all time.
The Stability feature of U-Learning
determines that such information easily
transmitted to the user / learner of the
system unless the Learner deliberately
eliminate or update it from the system.

ISBN: 978-1-941968-02-4 ©2014 SDIWC

e User Friendly ‘

The learning scenario in U-Learning
must be available to Learner as per his
requested time in easy and user
friendless manner.

* Nearness A
At U-Learning a Learner must have the
requested information, regardless of the
location it stored. '

e Synchronous
This is one of the main features of the
U-Learning system. As the whole
environment is used for collaborative
learning therefore a Learner in this
system must be able to receive the
information synchronously from its
instructor, co-student etc.

o Context Awareness
Last but not the least, context or
location awareness in the ubiquitous
learning is a must feature for a system
to  provide accurate  requested
information based on its respective
environment/presence.

4. UBIQUITOUS LEARNING

ENVIRONMENT (ULE) .

Ubtquitous Learning standpoints are based on
Ubiquitous Computing Technology and
Environment. Therefore U-Learning
environment integrates several components
from physical to intellectual including Learner
location at Home, School or in Society etc. [6].
Such integration promises that a system
user/leamer can receive the information at
anywhere, anytime, or any device. Another
version of ULE that was presented to state that
Ubiquitous environment is a situation created
for the leamner in which he can become totally
engrossed in the whole learning phase which is
happening around him. Diagrammatically the
ULE can be seen as Figure-4. [12]
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Ubiqui System [4], U-Learning can also present in the
iguitous . . . 4 O
same hierarchical way as highlighted in Figure-
Parvasive, Omnipresent Ever present Everywhere 5 R
i7 Due to the latest advancement in wireless and
' Learning mobile communication, there are many
researchers who are working to create a
Educational - [nstructive Pedagagical ubiquitous learning environment from a small
i; setting like Smart Classroom to large setting
like U-Learning in Smart Cities. We also
Environment endeavour to develop a Ubiquitous Learning
Environment based on the OSI (Open System
Surraundings Settings Situstion Atmosphere Stage Interconnection) layer mo del. The Open‘

Figure-4 (Ubiquitous Learning Environment) Systems Interconnection (OSI) model is an
Based on the above defined research, a abstract layer model that presents and regulates
Ubiquitous Learning Environment is a the internal functions of any communication
framework for spreading context aware system by segregating it into virtual layers. The
learning to its user which is particularly idea is to mix the communication mode! with a
referred to be as a Learner. ULE is an learning model for better understanding the
integrated learning environment, which is communication and learning scenarios. Below
cohesive from various other factors like is our proposed model which demonstrates the
physical, social, informational and technical layered abstract framework for designing
settings [6]. The basic intention of developing ° Ubiquitous Learning Environment.

the ULE is to integrate the different entities

varies from the institutional areas, personal ULE

links, societies etc. effortlessly. | Layered Model

5. LAYERED MODEL FRAMEWORK Host Access
UBIQUITOUS LEARNING Layer Layer
ENVIRONMENT > - * -

Mobile technologies have many advantages— Presentation || Transport Data link
they are ubiquitous, portable, and easy to use Application Soion Netork L thi‘ical
and can deliver audio, video, multimedia, and \ J J\ y, J
text—and the abundance of educational vbiauious | tearning | Communication Mobile, PDA,
applications developed for these platforms Maoroment Pt i piess: | Tablet, Personal
makes them a highly promising mode of | System. Asslgnmentete. || Satellteste. || Computerste
teacher professional development [7]. The Figure-5 (ULE Layered Model)

modern development of Mobile infrastructure
has shattered as tools for communication as As shown in-above figure, the hierarchical

well as a tool for learning and teaching by based layered model is explained below.

students, teachers, etc. This type of Mobile ¢ Host Layer |

Learning which is happening everywhere due " This proposed layer for ULE model
to excellent Wireless or Mobile communication consist of two sub layer which holds the
coverage gradually tumed and termed as information of the ubiquitous learning
Ubiquitous Learning and urged researchers to system and leaming content. The Host
design efficient ubiquitous learning layer of ULE environment is the one
environment based on these technologies and . which is closest to the Learher and
equipment. Based on the basic E-Learning Teacher which means that this layer is
Three (3) tier Elements, i.e. Content Delivery, directly interacting with an
Authoring Tools & Learning Management environment which will be used for
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managing and utilizing the ULE system.

The Host layer is further classified in

two (02) sub layers as based on the OSI

model.

* Application Layer
This sub layer of Host layer
represents the ubiquitous learning
core  system, 1e. Ubiquitous
Learning Management System
(ULMS). This layer has a core
responsibility for smooth
functioning of ULMS to provide
services to Learner and other user
of the system as per their demand.

» Presentation & Session Layer
This sub layer of Host layer
presents the Learning content for
Learner through ULMS. This layer
is also providing session stability
while conducting  Assessment
through Quizzes, Assignment eic.
This hybrid layer of ULE model
‘provides the session orientation

between the Learner and the
Assessment application that are
running under ULMS at
Application layer,

» Access Layer

The second core layer of the proposed
ULE model is an Access Layer. This
layer of ULE model provides and
responsible for the Accessibility of
Learner to the Host layer for gain
access to ULMS and learning material.
This layer also consist the below two

|

sub  layer consist of network
connectivity and  hardware  for
retrieving ubiquitous information from
ULMS. The Access layer is responsible
for calibrating the various Hardware
devices that will be used for accessing
and providing Ubiquitous learning.

s  Transport & Network
This layer contains communication
network and responsible for
efficient wireless and mobile
connectivity. Also the layer control
the wireless sensor, RFID, QR code,

ISBN: 978-1-941968-02-4 ©2014 SDIWC

etc. communication as well if use
by hybrid ubiquitous environment.
This hLnk is crucial for whole
learning process because it provides
and ensure the network connectivity
and communication link availability
between the devices and application
for ubiquitous learning,
* Datalink & Physical

U-Learning fundamentally
comprises learning through
handheld devices as well as
networked devices. This layer is
correspondent to the OS] low level
layers which covers the hardware
like Tablets, Personal Digital
Assistant, Media/Audio devices,
Smart Phones etc. and for accessing
the learning content based on the
methodology of anytime,
everywhere learning.

6. CONCLUSION AND FUTURE WORK

In traditional eLearning, distance learning or
even mobile learning, the learner can attain
knowledge by use of predefined knowledge
which is dedicated to them by the trainer.
However, in Ubiquitous learning environment
the Learning Management System is such
designed which help learner to learn and gain
knowledge based on his willingness and
Context aware environment. In this paper, a
context-aware approach for leaming, 1i.e.
Ubiquitous Learning with an abstract model is
proposed to design and understand a smooth
ubiquitous learning environment. Also, we
presented the design model of ULE
(Ubiquitous Learning Environment) based on
OSI (Open System Interconnection) layer
model. We have described the Ubiquitous
Computing, Ubiquitous Learning and its
features and lastly presented our model. The
proposed model can be helpful for developing
an actual ULE learning infrastructure for
providing anytime learning. The new
revolution of learning environment due to the
U-Learning and E-Learning ensure the future
growth of Ubiquitous & Mobile technology for
the new learning environment. Due to the rapid
growth of such learning, the future areas of
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research under this area also covers the security

issues that can arise in Information Technology
(IT) side of ULE learning and needs a secured
Learning environment for IT engineers.
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ABSTRACT .

The development of mobile applications is an
emerging issue in research on e-learning, One of the
most difficult problems in particular is developing
qualitative user interfaces (Uls). Here we consider a
Ul design framework that facilitates the
development of rich emotional user interactions and
integration of design results with native codes. We
present the three-tier architecture of an authoring
framework for developing platform-independent
Uls with visual effects and animations. We also
describe the implementation of a prototype, the
DAT4UX system, which demonstrates the
feasibility of our design proposals.

KEYWORDS

Mobile E-learning, Mobile App, User Interface, Mobile
. Application Development, Emotional Awareness.

1 INTRODUCTION

Developing mobile applications for e-learning
software is a challenge because of the
multiplicity of platforms, lack of skilled

programmers, and rapid change of technologies.

Although . many  approaches  provide
frameworks for developing cross-platform
applications, they are more programmer-

oriented and based on specific technologies

than are web development tools[1], [2].

Similar to the early days of web technology,
collaboration  between designers and
programmers is one of the main challenges[3],
[4]. For designers working on mobile platforms,
the difficulties stem from 1) coping with
platform-dependent image rendering

ISBN: 978-1-941968-02-4 ©2014 SDIWC

mechanisms and various screen sizes, 2)
integrating the design result with the program
codes, and 3) lack of tools to create animated
and dynamic interactions. From the viewpoint
of management, the variety of platforms and the
lack of helpful tools also raise the cost of
developing mobile applications.

To mitigate these problems and smoothly
coordinate the collaboration between designers
and developers, we need an authoring tool that
allows designers to create platform-independent
user interface {UI) designs on their own and
integrate them into the program codes with
minimal programming efforts. After inspecting
various alternative architectures, in this paper
we present an approach for designing visual
authoring tools for mobile multi-platform
applications, and implement it in a prototype
called DAT4UX. Our contributions are four-
fold:

1) Several architectural alternatives are
considered for mobile e-learning applications.
In particular, we discuss the roles of the native
application component in various hybrid
application structures.

2) After reviewing current frameworks for
platform-independent Ul  authoring, we
describe a three-tier architecture that consists of
a front-end, an intermediate representation (IR),
and a back-end. The back-end manages most of
the platform-dependent issues so that the front-
end is free from such problems.

3) We describe an approach for designing
authoring frameworks -for dynamic Ul
behaviors in terms of animations and event
handling.
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4) We describe the implementation of a
prototype of the proposed model.

This paper consists of the following sections.
In the next section (Section 2), previous work
on the development of mobile e-learning
applications is discussed. Subsequently, Section
3 gives an overview of the architectural
altemmatives of mobile e-learning applications.
The design of the piatform-independent
authoring framework is given in Section 4.
Implementation of the prototype DAT4UX
system is presented in Section 5. We conclude
by discussing our experience..

2 BACKGROUND

Interface design is a critical aspect of e-learning
systems, as it has a significant influence on
learning effectiveness [5], [6]. Although the
design of the information structure and user
interface should be based on educational
models and leaming activities, building a
qualitative and reactive user interface remains a
practical goal of learning system development.

Recently, many studies have investigated the
application of mobile learning models to
various areas [7], [8]. However, few studies
have focused on the development of mobile
learning applications and user interface design.
Although several studies have developed and
applied mobile learning clients to feature
phones [9], [10], they need to be extended to
smart mobile devices which are in widespread
use at present.

The development of multi-platform mobile
applications remains an active research topic.
There are two main trends: web and native [11],
[12]. Moreover, as discussed in several recent
surveys [2], [3], {12], there remain many
challenges to mobile app development. In order
to overcome the variation in different
computing environments, platform-independent
frameworks for designing and developing
multi-platform mobile applications have been
created. Some of these frameworks are based
on web technologies such as HTML, JavaScript,

and jQuery [13].
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On the other hand, several studies have

- presented frameworks for developing native

apps. Usually, such frameworks have an editor
that enables users to design interfaces, control
the behavior of mobile apps, and generate
native apps {codes or executables). Lartorre et
al. presented a comparative survey of webapp
authoring tools for e-learning [12]; however,
these tools are specialized for specific purposes.
For general purposes, authoring tools such as
mbizmaker and app cooker are useful [14], [15].
However, apps developed using these tools
have restricted forms and functions predefined
by the tools..

3 ARCHITECTURE OF MOBILE
E-LEARNING APPLICATIONS

The architecture of a mobile e-learning app
may differ greatly depending on the use of
mobile web and server content: that is, portions
of the native application components may vary
between applications. In other words, an e-
learning app consists of leaming material,
learning logics, and a Ul, which are referred to
as the data, logic, and UI layers in Figure 1,
respectively. The data/content layer includes
learning objects such as images, files, and video
clips. The logic layer contains user logics and
learning logics such as navigation events and
user activities as well as their overall structure.
The Ul includes visual and control objects as
well as their event-handling mechanisms.

We can construct a so-called stand-alone
native app—an app that contains all of these
components on a local device (Figure 1(c)). At
the other extreme, we can create an app by

. using a web site and placing a link on a mobile

device. Generally, developing and reusing
online content is known to be casy with a web-
centered architecture. Alternatively, a native
component—oriented architecture may work
more stably once installed because it contains
most of the resources locally. Figure 1 shows
the types of mobile application architectures
along with their relationships to web content.

11
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The corresponding functions of the native app
modules are as follows:

1) Mobile web page with a light app

As shown in Figure 1(a), Mobile apps of this
type usually have only a few functions:
showing an opening view, comnecting to the
web page, and occasionally presenting
important notices or management information
before commencing the learning sessions. Once
connected, the app only performs certain tasks
such as calculating statistics and monitoring.

2) Native app with open API (Figure i1(b))

Mobile apps of this type not only have Ul
functions but also their own interface and
learning logics. An open API is a predefined set
of APIs that are published by the server and
which can be invoked from any client system.
Often, the learmning material remains on the
server with which the client interfaces via open
APIs. Some of the learning logics may also
reside on the server. In this type of architecture,
the app becomes quite complicated because it
contains most of the Ul and logic layer
functionalities locally and must communicate
with the server intensively.

3) Stand-alone native app (Figure 1(c))

Native mobile apps contain not only the UI

and logic layers but aiso the data layer at local
devices. The local database may hold leaming
objects such as resources and files as well as
the navigation logics and content. Often, this
type of native app connects to the server to
retrieve a larger amount of content, beyond that
which can be accommodated in the mobile
device. Therefore, the issue of caching may
increase the complexity of the apps.
For all three types, the Ul is the essential
compenent of mobile apps. Moreover, meeting
the higher level of user expectations is one of
the greatest challenges of current mobile e-
learning development.
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Figure 1. Types of mobile app architecture. .The
dashed boxes show the native part of the clients.

4 DESIGN OF PLATFORM-
- INDEPENDENT UI' AUTHORING
FRAMEWORK

Although  well-established  development
environments for mobile applications exist (e.g.,
XCode for iPhones [16], Eclipse for Android
[17]), many efforts have been made to provide
platform-independent development tools. These
approaches are categorized into two groups:
those that use standardized web technology,
and those that use common Ul representations
created by editors. Popular examples of the
former approach are PhoneGap [18] and
Appcellerator [19]. In this paper, we focus on
the latter approach in which a framework
usually consists of an editor, an IR, and a
mobile runtime engine. After authors design the
UI and the necessary behaviors, the design
result is stored in the form of an IR. This
representation is then parsed by the platform-
dependent mobile runtime engine to generate
the necessary resources and program codes for
the target platform. Therefore, the framework
consists of the fronf-end, IR, and back-end
nuntime engine (Figure 2). The back-end
runtime engine is the key to handling platform
dependencies.

A. Platform-Independent UI Authoring

In this section, we consider the design of the
front-end, an editor subsystem that provides
user design activitics. The components of the

12
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Runtime Engine
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I 1
Platforsm dependent

Platferm independent

Figure 2. Conceptual diagram of mobile multi-
platform authoring framework. ‘

Ul are objects, views as containers of objects,
and events as well as the behaviors they trigger.
In fact, because the UI for e-learning
applications does not greatly differ from those
of general mobile software systems, this section
discusses mobile UI design in general.
Platform-independent Ul design requires a type
of editor that supports neutral feature editing
and outputs the design results into IR data. We
consider some issues for these components and
the overall Ul authoring framework.

Although static rendering data for an Ul
object are well defined, the dynamic behaviors
of objects (i.e., animation and event handling)
are difficult to design and render on different
platforms. However, a qualitative Ul requires a
certain amount of dynamic behaviors for
providing user interactions. The following
issues should be considered in constructing an
authoring editor for designing mobile Uls.
1) Object properties

Ul objects might be images, drawables, text,
and multimedia objects. To obtain platform-
independent rendering data, the author
determines the file location, size, and other
properties. These properties are well
standardized in web technologies. A view may
be regarded as an object in which other objects
are embedded with layouts and structures.

2) Animation

Animations enable enhanced learning
because they add emotional interactions in
addition to increasing the attractiveness of an
interface. However, authoring animations
requires a large amount of intensive work and
proper support of the running platform. This
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makes authoring animations for mobile apps
more challenging.

Active efforts to use animations on mobile
platforms are still ongoing. Each platform
provides its own animation framework (e.g.,
CoreAnimation in i10S [20], drawable
animations in Android [21]). Several

, frameworks are available for platform-

independent animation authoring; these include,
among others, openGL[22], Flash, and
animated CSS [23]. Although its efficiency and.
richness are restricted compared with those of a
proprietary framework, openGL is one of the
mature open approaches available in various
mobile platforms. Therefore, authoring UI
designs for animations requires that the
underlying animation framework of the target
runtime environment be determined in advance.

One possible approach is to use a sprité
mechanism, which implements animations by a
sequence of frames, to compose several images
and drawables. The simplicity and intuitiveness
of the sprite approach allows both platform
independence and expressive freedom to
designers at the cost of user design efficiency
and rendering overheads. For sprite animations,
the editor interface should provide a way to edit
frames and image fractions as well as their
sequences.

3) Dynamic event behaviors

Events and the actions they trigger enable
dynamic behaviors along with animations.” An
authoring tool should provide ways to define
events for each object and event-triggered
reaction by linking events and their handlers.
There are two types of events: intra-view and

‘inter-view navigation events. The former

includes rendering or user action events that
cause reactions within a view. Navigation
events are an important means of structuring
learning sequences and logics.

Although the mechanisms of event
transmission and triggering vary widely
between platforms, general event types and
their handling mechanisms are well defined by
web technology standards.

13
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B. Intermediate Representation

The IR format for outputting the design
results of the front-end is crucial for the
framework design and performance of the back-
end. The static properties of text and images are
represented by CSS (Cascade style script) []. A
unique identifier should be assigned to each
abject, event, and view. Identifiers are an

important means of representing various objects:

in Uls; they connect design objects to the
program code and perform mapping between
separate modules of the framework and mobile
app components. The front-end editor creates a
set of identifiers and their unique values. In
contrast, animations are represented differently
depending on the underlying solution.
Representations for Open GL and/or flash style
animations are available. When the framework
determines a  specific  solution, the
corresponding representation is selected.

The dynamic behaviors of a client mobile
app are defined by the event mechanism. For
this purpose, various representation languages
.to describe UI behavior have been developed.
Most of these are based on XML format, well-
defined, and extensible. Adopting a standard
representation burdens the back-end runtime
" engine to support the whole representation
language.

Once the IR format is defined, the front-end
editor generates the IR data in a straightforward
manner. The data generated as output should be
parsed in at the beginning of the back-end
subsystem.

C. Design of a Runtime Rendering Engine

The approach described thus far leaves
platform-dependent issues to the back-end
engine to liberate the front-end. In general, for
the frameworks considered here, most platform-
specific functions at the back-end are handled
either by the code generated by the framework
engine or by linking predefined runtime
libraries.
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Figure 3 shows the typical architecture of the
runtime rendering engine subsystem. The code
generator module generates resources and data
representations in a platform-dependent format.
The format may differ between platform
operating systems or development languages. In
addition, some program codes are generated for
the views designed at the front-end. Because a
view is a unit of visual structure as well as a
structure for navigation and control, the way to
handle views depends on the language and
platform.

The overall program may be generated
automatically if the structure is simple and
predictable. One example of such a program is
app books, which includes the expected
sequential structure of pages, where navigation
events have simple predefined forms and a page
includes a number of objects and event handlers.

As shown in Figure 5, a set of manually
developed codes should be integrated with the
generated code by a set of identifiers. A set of
to-be-defined identifiers is also generated by
the code generator. The manually developed
codes should refer to this information to
properly map the objects designed at the front-
end.

However, in cases where most of the
rendering and running mechanisms might be
determined beforehand for each platform,
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predefined libraries are superior to code

generation. In particular, the implementation of -

animations should be supported by runtime
libraries that are a part of the framework.

Several problems must be solved to support
multi-platform authoring. First, the screen size
and rendering mechanism must be adapted to
each rendering object or view. Generally, using
bitmap representations and point unit sizes, the
IR achieves platform-neutral representations.
The second issue involves event handling,
because the framework may adopt a standard
representation language or define its own IR
format, which the back-end runtime system
interprets to generate the corresponding native
event processing codes. The last problem
concerns animation, which was discussed in the
previous section.

How these platform-dependent issues are
solved for each platform, and how the
architecture of the generated codes, runtime
libraries, manually developed codes, and the
integration between them are designed will
depend on the implementation.

4 PROTOTYPE IMPLEMENTATION

DAT4UX is an emotional multi-platform
UVUX  authoring tool currently being
developed by our research group. The
motivation for developing the system is to
provide a tool for designers to author mobile

apps without the help of developers. Because
the cost of Ul design and development for
mobile apps is excessive compared with that for
web or desktop software, we decided to develop
a design tool with which designers could
develop qualitative interfaces on their own. We
developed a framework following the front- and
back-end architecture introduced in the
previous section. Moreover, we focused on the
ease of integration between automatically
generated modules and manually developed
codes. Another design goal of the framework
was to provide unrestricted design
functionalities for dynamic visual effects that
enable emotional user experiences. To achieve
these goals, we developed a front-end desktop
editor subsystem and back-end runtime
rendering engines for and Android platforms.

The ability to adapt the screen size and
rendering mechanism to each rendering object
or view should be supported to enable multi-
platform  authoring. By wusing bitmap
representation and point unit size, the IR
provides neufral representations. In addition,
the target screen size and corresponding
preview can be set with the editor.

The front-end editor is implemented in
Visual Studio 2012, using C# language. We
selected C# to guarantee performance of image
processing, because implementing frame
animations requires significant computing
speed. We adopt a sprite-style animation
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mechanism to allow abundant and unrestricted
animation effects, as shown in Figure 4(a).
Authors enjoy the Power-Point-style editing
tool, which supports various animation effects.
To support richer and more active dynamic
effects, we are considering the open GL
animation platform.

We defined our own XML format for IR to
implement the prototype. The IR includes
information for representing the design results
of the editor in a platform-independent manner,
as shown in Figure 4(b).

The back-end runtime engine of DAT4UX
consists of a code generator and the runtime
engine. The code generator creates resource

" files from the IR information, and the runtime
engine consists of platform-dependent libraries
that render the views and visual effects. User-
developed codes can use the libraries to show
the view. The mobile app project would include
resources and libraries.

S CONCLUSION

As mobile e-learning has propagated, it
becomes more important to develop mobile
user interface in e-leamning system development
practice. However, there are difficulties from
multi-platform and platform dependence issues
in mobile computing environment. We
surveyed current approaches for these problems

including web- or native-app based frameworks.

In this paper, we proposed a design of
multiplatform  native app  development
frameworks consisting of front- and back-end
subsystems. The front-end subsystem is an
editor which enables designers to author the
user interface without help of developers. Also,
the editor would emit intermediate
representation of the design result, which is
used as rendering information for the back-end.
The back-end system provides runtime
environment for the specific platform, which
consists of a code generator and runtime
libraries. o
The proposed design is implemented as a
prototype system called DAT4UX. This system
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is a multi-platform, codeless, qualitative
interface authoring tool, with which designers
can work with animation or dynamic effects of
user interface without developer’s help. We
presented implementations for  Android
platform. We have a plan to extend the system
with enhanced functionalities and usability
while preserving the advantage of general
architecture. ‘
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ABSTRACT

" Technical universities are more and more focusing
on engineering education as a primary discipline.
All glong with the integration of various innovative
fields of application into the curriculum of
prospective engineers the need for appropriate
educational features into the studies also increases.
Unlike exclusively theoretical studies as physics,
mathematics or information sciences the education
of engineers extensively relies on the integration of
practical use-cases into the education process.
However, not every university is able to provide
technical demonstrators or laboratories for all of the
various applications in the field of engineering.
Thus, it is the aim of the current paper to propose a
method that enables visiting a high wvariety of
engineering laboratories based on Virtual Reality. A
Virtual Reality simulator is used to create and
emulate remote laboratories that can be located at
arbitrary places far away from their Virtual Reality
representation. This way, by melting real world
demonstrators with virtual environments, we enable
a physically and technically accurate simulation of
various engineering applications. The proof of
concept is performed by the implementation and
testing of a laboratory experiment that consists of
two six-axis robots performing collaborative tasks.

KEYWORDS

Virtual Reality, Mixed Reality, Augmented
Virtuality, Virtual Learning Environments, Remote
Laboratories, Engineering Education,

1 INTRODUCTION

In a world that is increasingly based on scien-
tific innovations and technological progress the
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“education of engineering students constantly

gains in importance. Furthermore, the field of
studies and the variety of possible specializa-
tions in engineering classes also increase signi-
ficantly. In order to qualify graduated engineers
to enter the working world successfully, the
imparting of practical knowledge during studies
plays a decisive role in education.

While theoretical knowledge is still transferred
using written texts and the spoken word -
normally thirough lecture notes and traditional
readings — the experience of practical use-cases
in engineering education commonly relies on
the visit of laboratory experiments during the
studies. However, since computer vision and
digitalization techniques have grown to an
extensive level, the integration of new media
into the curriculum replacing the visit of real
laboratories gains in importance [1]. Especially
in terms of engineering applications, the use of
high quality and realistic visualization tech-
niques as a supplement to the attendance within
practical laboratory experiments is of major
importance for successfully impart basic
concepts of engineering applications to
students. Not at least due of the progress in
computer science and graphical visualization
techniques, the capabilities of visualizing
objects of interest embedded into an artificially
designed context have grown to an exhaustive
amount. In this context, for example physical
effects or technical subtleties of engineering
applications can be presented in higher detail or
in an amplified way in order to emphasize
aspects that are not easily observable in reality.
These novel potentials can be utilized to
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explain theoretical knowledge more concrete
and tangible and help engineering students to
understand the concepts of complex technical
applications on different levels and from a
practical point of view.

Another major trend that is emerging within the
field of education and learning relies on the
way of distributing information and knowledge
through internet-based media among the
students. The high significance of online
platforms and social media during the everyday
life of a student can be exploited in order to
increase = communication channels by the
“establishment of E-Learning-Platforms [2]. The
technical possibilities of sharing and represen-
ting educational contents, spreading knowledge
over the world-wide web and enabling the
remote participation of students in engineering
classes, open up new opportunities of teaching
and learning within universities. In combination
with modern visualization techniques these
computer-based teaching concepts can for
example be implemented through Virtual
Reality or Mixed Reality applications [3]. -
Despite all these technological possibilities,
universities are facing more and more obstacles
to deal with the high variety of engineering
courses and their different technical applica-
tions and needs. Thus, each university can only
provide a limited amount of experimental or
laboratory classes for the different fields of
engineering during their curricula. However,
the demand for enlarging the variety of

engineering education contents is also growing -

constantly. This leads to a conflict of interests
as universities are not supposed to advantage
any particular engineering class in comparison
to the others. Due to the limited laboratory and
teaching capacities, the ability to satisfy the
needs for experimental education of engineer-
ing students' cannot be fulfilled adequately.
Furthermore, most of the offered experimental
simulations or virtual representations of labora-
tory environments are lacking the required
quality standards in terms of graphical accuracy
and interaction capabilities.
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The goal of the current paper is to find ways for
dealing with these obstacles and proposing
possibilities to enable an extensive practical
education of engineering classes by answering
the following questions that are correlated to
the described issues:

1. How can universities address the high
variety of engineering related disciplines
by ensuring the availability of suitable
use-cases, experiments and laboratory
exercises for students?

2. How is it possible to integrate concepts of
Experiential Learning into engineering
education against the background of
limited laboratory resources? :

3. What is the benefit of integrating Virtual
Reality and Mixed Reality applications
into engineering education from the
technical/physical point-of-view?

4. Is it possible to address educational needs
of engineering students in universities by
enabling an active manipulation of the
virtual laboratory environments?

- The present publication intends to answer these
‘questions by introducing a novel method for

realizing use-cases for Virtual Reality exercises
and laboratory experiments in terms of Remote
Laboratories. In this context, the term Remote
Laboratory introduces the idea of enabling the
visit of distant places for conducting laboratory
experiments based on its virtual representation.
Hence, it is our aim to enable students to attend
specific experimental environments suitable to
their field of studies, even if these exercises are
not provided at their particular university.

In the next section, the state of the art in
teaching with the aid of new media and novel
visualization applications is presented. Further-
more, educational advantages of Virtual Reality
and Mixed Reality applications are carried out.
In section 3 the technical implementation of our
next-generation Virtual Reality simulator is
described together with former virtual scenarios
that have been implemented using the simula-
tor. Section 4 presents a scenario for enhancing
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students’ learning behavior by the creation of a
Remote Laboratory in connection with Mixed
- Reality approaches. In section 5 first attempts
in evaluating the advantages of such virtual
representation of a laboratory experiment are
carried out, assessing the learning capabilities
of a group of students visiting such Remote
Laboratory. Section 6 concludes the outcome of
the current paper and specifies the next steps of
enhancing the user’s experience and creating
larger Remote Laboratory environments.

2 STATE OF THE ART.

New media have gained high significance in
university studies and publications in the past
decade. These new media — which are mostly
based on computer visualization techniques —
are continuously replacing traditional books
and lecture notes. White boards and projectors
arc replaced by presentation software, which
represents the new standard for visualizing text
and pictures [4], with PowerPoint as market
leader [5]. This-switch from traditional lecture
. speech to graphical representation has been
performed, because this form of presentation
enables focusing on the main points of the
educational content using illustrative represen-
tations and pictorial summaries [6]. Despite the
positive, but also critical discussion about an
overwhelming usage of PowerPoint [7-9] as
primary teaching tool, the usage of presentation
software in the classroom has grown constantly
[10, 11]. In connection with the entry of
technological novelties into the classroom it is
time to take the next steps from merely
presenting pictures using presentation software
to the usage of advanced graphical interfaces
opening up interaction capabilities for the
students involved in the engineering courses.

Presentation software like PowerPoint may be a
far reaching advancement for most courses of
studies. However, the usage of these meanwhile
basic IT tools is also limited to a certain kind of
knowledge transfer. Especially for practically
oriented study paths like engineering classes
active interaction capabilities within courses
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and exercises are inévitable. In these highly
technical studies there is an urgent need for
interactive laboratory experiments in order to
impart practical and skill-based knowledge
tangible to students. Against this background,
David A. Kolb’s traditional, well-established
cycle on Experiential Learning is more up to
date than ever [12]. The —~ almost classical —
Learning Cycle is depicted in Figure 1.

Figure 1. The Experiential Learning Cycle according to
David A. Kolb (1984)

In the picture, we see a never ending process of
active experimentation, concrete experience,
reflective observation and abstract conceptuali-
zation. Starting at active experimentation, there
is a need for concrete experience in order to
understand abstract concepts. The reflective
observation following to the experience helps
carrying out an abstract conceptualization that
is based on a deeper understanding of the
experienced content. Especially the practical
part of the leaming process in termis of the
attendance to experimental courses cannot be
replaced by any kind of theoretical knowledge
transfer. Other learning related theories, which
address the same matters as the experiential
learning approach, are action learning, adven-
ture learning, free choice learning, cooperative
learning and service learning approaches [13].
In all of these theories, active interaction of the
learning person plays an integral part in the
learning process.

Due to the high complexity and advanced
technological level of the relevant applications
in engineering classes, sole static visualizations
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are not capable to serve as a medium for active
experimentation or even concrete experience. In
order to address these parts of the leaming
cycle, novel visualization concepts have to be
applied. A key enabler that combines advanced
visualization techniques with the experience of
a certain scenario is Virtual Reality as shown in
the relevant literature [14] and during prior
studies in this field of application [15]. In the
first step, Virtual Reality cannot serve direct
interaction possibilities, but through the use of
immersive effects, a Virtual Reality scenario is
able to arouse an experienced reality within the
perception of the user. This effect can be great-
ly characterized by the definition of immersion
according to Murray [16]: “Immersion is a
metaphorical term derived from the physical
experience of being submerged in water. We
seek the same feeling from a psychologically
immersive experience that we do from a plunge
in the ocean or swimming pool: the sensation of
being surrounded by a completely other reality,
as different as water is from air that takes over
all of our attention, our whole perceptual
apparatus.”

In order to address the part of concrete
experience during practical education accurate-
ly by virtual reality applications, the utilized
tools have to fulfill a number of conditions to
serve as a suitable complement for laboratory
classes. In the following, we will therefore look
at existing Virtual Reality applications and
" discuss if these are capable of bridging the gap
of concrete experience to the students.

In terms of existing Virtual Reality technolo-
gies, there are already many technical solutions
that are primarily focused on the creation of
high-quality and complex three-dimensional
environments, which are accurate to real-world
scenarios in every detail. One example are
flight simulators that are capable of tracking the
locomotion of a flying vehicle in a virtual
scenario [17]. However, these systems are
usually not taking into account the position or
the head movements of the user. Another
Virtual Reality simulator is the well-known
Omnimax Theatre, which provides a large
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angle of view [18], but does not allow any

tracking capabilities whatsoever. First attempts

to interact with Virtual Reality in a natural way

were introduced by head-tracking monitors as .
conducted by Codella [19] and Deering [20].

These specially designed monitors provide an

overall tracking system, but are characterized

by a rather limited angle of view [17]. The first

mentionable approach to create a Virtual

Reality environment with full tracking capabili-

ties of movements and of the head position of
the user was introduced by McDowall {21] with
the Boom Mounted Display. Despite advanced
tracking capabilities these early attempts were
characterized by poor resolutions and thus were
not capable of a detailed graphical represen-
tation of a virtual environment [22].

Thus, in order to enable true user experience in
simulated scenarios, Mixed Reality approaches
have to be embedded into the Virtual Reality,
were reality and virtuality are merged into each
other [23]. One far reaching innovation in terms
of enabling Virtual Reality and Mixed Reality

" applications was introduced with the CAVE in

1992 by Cruz-Neira et al. [24]. Hereby, the
recursive acronym CAVE stands for Cave
Automatic Virtual Environment. By making use
of complex visualization techniques combined
with various projectors and six projection walls
arranged in form of a cube, the developers of
the CAVE have redefined the standards in
visualizing Virtual Reality scenarios by enab-
ling a new level of immersion.

The CAVE reaches further towards true Virtual
Reality which — according to Rheingold [25] —
is described as an experience, in which a person
is “surrounded by a three-dimensional compu-
ter-generated representation, and is able to
move around in the virtual world and see it
from different angles, to reach into it, grab it
and reshape it.” These active manipulation
activities that can be performed by the user
open up various new applications in education

by rebuilding industrial vse-cases. Thus, by

enabling extended interaction capabilities with
the scenarios in terms of providing relatively
free manipulation of the virtual environment,
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the immersive effects of the scenarios are
enhanced. This effects could lead to the desired
impact on the learming behavior of stidents that
consists of the ability to derive abstract concep-
tualizations on the basis of concrete or practical
experience and active experimentation.
However, even the CAVE has got restricted
interaction capabilities as the user can only
interact in the currently demonstrated perspec-
tive of the scenario. Furthermore, natural move-
ment is limited, as locomotion through different
scenes of the scenario is usually performed by
flying to the next spot. Yet, natural movement
as walking, running or jumping through the
Virtual Reality is decisive for a highly immer-
sive experience in the virtual environment.

In order to fill this gap of limited interaction
and accordingly deeper immersion into the
scenario, additional devices and tracking
systems for allowing such interaction have to
be included into the scenario without losing the
high quality of graphical representation of the
virtual environment. One promising approach
relies in the establishment of the Virtual
Theatre that brings together a full-size sterco-
vision view and various interaction devices and
manipulation capabilities for the user.

3 THE VIRTUAL THEATRE - ENABLER
FOR EXTENDED IMMERSION

The Virtual Theatre represents a next-level
Virtual Reality simulator that allows free
locomotion in a virtual environment and active
manipulation as well as the control of objects in
the visualized scenario. The Virtual Theatre
was carried out by a Swedish company [26] and
was already described in detail in our previous
publications [27] according to the scenarios that
have been carried out during our latest research
[28, 29]. The centerpiece of the Virtual Theatre
is the omnidirectional treadmill, a moving floor
that accelerates its centric arranged rollers
according to the position of the user (Figure 2).

ISBN: 978-1-941968-02-4 ©2014 SDIWC

Figure 2. A user experiencing virtual environments in
the Virtual Theatre

The user himself is tracked by an infrared
tracking system; hence his head and hand
movements are constantly observed and taken
into account for a adaptation and manipulation
of the virtual environment. The user is wears a
Head Mounted Display (HMD) that is equipped
with two screens — one for each eye — and
enables highly immersive three-dimensional
stereo vision for the exploration of the virtual
space. The unique characteristic of a HMD is
that this kind of devices are capable of
measuring the user’s head orientation through a
perpendicular, which makes it possible to adjust
the Virtual Reality according to the head’s
actual position and orientation. This enriches
the immersive experience of the user as he is
able to look around and explore the Virtual
Reality in a similar way as he does in the real
world. An embedded sound system into the
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HMD completes the plunge into virtuality. For
further information about the technical concept
of the Virtual Theatre the reader is encouraged
to refer to [28)], where the hardware and
technical setup is explained in detail.
Former scenarios that have been carried out
using the Virtual Theatre were well received \by
the students of engineering classes [29]. One
example for the creation of a huge sized virtual
environment is our Mars project, where an
extensive simulation of a plateau on the surface
of the red planet was recreated to enable
upcoming astronautics and aerospace students
to perform a virtual visit and exploration of the
Mars [15]. Another application of the Virtual
Theatre was carried out in terms of a study in
order to assess the learning .behavior and
learning efficiency of students while being
surrounded in a virtual environment [29].
" During the survey, the students were located in
a virtual labyrinth, in which they needed to find
- objects and recognize their location and shape
at a later point. Afterwards, the results of their
learning efficiency were evaluated and com-

L
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However, former studies did not take into
account deeper interaction capabilities as an
active movement of objects or the remote
control of devices for industrial use-cases.
However, as mentioned earlier, exactly these
interaction capabilities are strongly needed in
order to create realistic virtual representation of
experimentations, thus to enable Remote
Laboratories. Hence, in the next step we present
the inclusion extensive interaction capabilities
into the use-case and we attempt to enable true
immersion based on Mixed Reality concepts.

4 ENABLING REMOTE LABORATORIES
THROUGH MIXED REALITY
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Taking into account natural user behavior as
well as the experience of students using well-
established computer game devices, our team
decided to carry out a remote control for virtual
scenarios based on.hardware of the ©Nintendo
Wii™ Controller, The new conceptual design
of the communication infrastructure for the
Virtual Theatre and its surrounding hardware
equipment is depicted in Figure 3.

In the middle part of the picture’s bottom, the
central server is visualized. The server deals
with the signals of the Head Mounted Display,
which is located on the left side, and processes
its information for the user’s movement, head
position and orientation according to the virtual
environment that is depicted on the right side at
the bottom. The Wii™ remote controller is
comnnected via Bluetooth and sends specific
commands to the central server. The server
processes these commands to manipulate the
virtual environment and visualize the modified
scenario in real-time.

A suitable application for including the
described interaction device into a virtual
scenario is based on an extended laboratory
experiment that was virtualized by our team for
education purposes. The setup consists of two
six-axis robots that are placed on a table in
order to perform collaborative tasks. The
virtualized model is depicted in Figure 4.

Figure 4. Visualization of two six-axis ABB™ robots
performing collaborative tasks

In reality, the robots are:located in the same
distance as illustrated in the figure, enabling the
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ability to perform collaborative, interdepending
tasks. As described in [28], the first attempts in
carrying out a Remote Laboratory based on
these robots consisted in the virtualization of
the actual robot movements as well as a real-

-time alignment of the movements that were

performed by the real world robots and the
movements of our simulation. As shown in our
previous publication, the full setup can be
appropriately simulated in real time, i.e. the

. user inside of the virtual reality simulator can

pursue the robot motion without any perceptible
time lag. This real-time synchronization
between the real world Iaboratory and its virtual
representation enables active remote control of
the robot setup as well as various use-cases:

e The actual position of the robots can be
tracked and remotely manipulated from
arbitrary locations,

o The control of the robot arms can be
extended by additional security layers in
order to assure save motion of the robots
and to avoid collisions.

e The experimenter can easily work with
dangerous materials or substances (c.g.
chemicals) and is able to operate the
robots if these are located at dangerous or
non-accessible places.

In order to generate an added value to the
remote control of a laboratory environment our
research did not only concentrate on the
development of remote control devices. We
also focused on providing additional features
that are enabled through Virtual Reality. One
major progress of these efforts relies on the
integration of Mixed Reality elements into the
laboratory experimental context. In this connec-
tion, the term Mixed Reality is characterized as
the merging of real and virtual worlds to
produce new environments and visualizations,
where physical and digital objects co-exist and
interact in real-time [30]. Qur use-cases
including Mixed Reality approaches is able to
address several aspects of the application:
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e Systematic simulation of experiments
with actual machines and components in
real time. The exact simulation leads to a
co-existence of real world objects in the

laboratory and in Virtual Reality with

interdepending system states.

o Feedback and manipulation capabilitics
of the user, which leads to an interaction
with both, the objects in the virtual
environment and the real components.

o Embedding of real world features into
virtual environments by placing cameras
into the laboratory environment. This
enables the projection of detailed views
of experimental insights that are captured
by the camera onto a wall in the virtual
environment. In terms of the Mixed
Reality concept, this effect is also referred
to as Augmented Virtuality.

Especially the last of the mentioned points of
integrating Mixed Reality concept into our
Virtual Reality scenarios bears a high potential
to enhance the grade of immersion signify-
cantly. In terms of the user’s perception the

embedding of Augmented Virtuality — i.e. real
pictures into the virtual scenario — is connected
to effects of fuzziness between reality and
virtuality, which leads to highly immersive
impressions for the user. One possible applica-
tion of integrating a camera in the real world
scenario can for example consist in a placement
of the camera in a bird’s-eye perspective on top
of the experimental setup to see the whole
scene from a broader point-of-view.

Another possible scenario is to attach the
camera onto a robot that is actually moving and
thus to observe the scene from the robot point
of view. An example for this extended
perspective based on this Augmented Virtuality
visualization technique is depicted in Figure 5.
On the bottom of the picture the simulation of
the two six-axis robots is shown. The screen
that is located above the table shows a video
image that is taken from the perspective of the
left robot in reality. This image is embedded
into the Virtual Reality scenario as a sort video
projection and hence represents an Augmented
Virtuality element in the simulation.

LRLLERENY

Figure 5. The experimental setup in reality visualized in a Virtual Reality scenario
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This enrichment of the virtual scenario is
connected to several improvements concerning
the technical and the educational application of
the scenario:

» The point of view perspective enables a
detailed view of the simulated scene.
Through the robot’s perspective the tasks’
that have to be performed by the robot
arms can be conducted with higher
precision due to the overview based on
more than one perspective.

e The grade of immersion increases as the
user of the simulation is able to see reality
objects that are melting with the Virtual
Reality scenario in real-time.

s For education purposes, multiple cameras
can be attached at various locations of the
demonstrator, which helps to explain the
physical or technical effects of use-cases.

Besides the advantages for the single user that
‘are connected to the embedding of Mixed
Reality into the scenario there is also an added
value for the remote control of a laboratory
experiment from more than one user. Due to the
placement of multiple cameras within the
surroundings of the experiment, different users
can perform collaborative tasks while observing
a simulation of the actual system state in real-
time, but from different perspectives. This
enables a highly precise manipulation of the
experimental conditions influenced by different
users that can be located . at arbitrary places.
Especially due to this point, the far reaching
benefits of Remote Laboratories as a new class
of conducting experiments becomes known.

5 EVALUATION OF THE TECHNICAL
IMPLEMENTATION AND IMPACT ON
THE STUDENTS LEARNING BEHAVIOR

During the previous sections of this paper the
added value of Remote Laboratories has been
derived in terms of the overall usability and
availability of laboratory experiments as well as
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the impact on the precise conduction of ex-
periments using multiple information channels.
In this section we would like to investigate the
impact of. the utilization of Remote Labora-
tories not only in terms of the availability of
experimental setups in engineering classes, but
also its effects on the leaming behavior and
motivation of students. In terms of the assess-
ment according to this impact, we get back to
initial research questions about enhancing the
learning environment of students by remote
setups or literally: “Is it possible to address the
educational needs of engineering students in
universities by enabling an active manipulation
of the virtual laboratory environments?”

In order to answer this question, different facets
of the educational needs of engineering students
are taken into account:

* The impact of virtual experience and the
grade of sensed immersion into the
student’s perception in virtual environ-
ments to build up a realistic scenario,

» The physical accuracy of simulations
embedded into the virtual environment.

» The added value of enhancing the per-
spective of the user and the personalized
view by emphasizing certain physical
effects through amplified physical beha-
vior or close-up views.

The first evaluation phase of these effects was
performed in-house and based on the personnel
and on the student employees of our institution.
The visualization accuracy as well as the
immersive effects of the simulation into the -
perception of the user could be verified during
the testing phase. Especially the active motion
of the six-axis robots through an -ecasily
manageable interface while being submerged in
the virtual environment had clearly observable
impacts on the understanding of robot motion
and the need for automation.

In the next steps of the evaluation phase, the
investigation of the scenario will be performed
by a questionnaire that is carried out for
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laboratory classes of newcomer students. This
evaluation, which will be further concentrating
on didactical aspects of the experimentation
environment, will take place in the following
.semester, in which the according students will
assess their personal leamning success after
conducting several experiments with and
without the help of the described Mixed
Reality-related techniques. During this phase
we will examine the effects of the virtual
environment on the learning behavior of the
engineering students by taken into account the
following points:

e The impact of virtual experience and the
grade of sensed immersion on the willing-
ness and learning behavior of students in
virtual environments.

e (Correlations between the leaming ability
during laboratory experiments, gamifica-
tion effects and fun in manipulating the
laboratory environment in virtuality.

e The effect of hands-on experiments on
the leaming success of students in com-
parison to the mere observation of distant
experiments that are not accessible in its
real environment.

The study will show, if the different aspects
like fun in learning, active involvement and free
movement in virtual environments as well as
the ability to manipulate a virtual representation
of a real world demonstrator or — in other words
— the reflective observation have a significant
impact on the abstract conceptualization of
complex engineering applications.

6 CONCLUSION AND OUTLOOK

The need for higher capacities in terms of the
‘practical education of engineering students
comprises a major challenge for today’s
universities. The constantly growing number of
students with various educational backgrounds
and different experiences as well as the wealth
of study opportunities demands for innovative
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concepts in the organization of a profound
engineering education.

In this paper, we have substantiated the idea of
conducting real laboratory éxperiments through
a Virtual Reality simulator by enabling Remote
Laboratories. These laboratories can serve as an
extensive supplement to real experimental
setups, because they can be built up at arbitrary
places and run simultaneously for multiple
users. Various setups for virtual environments
can be applied in order to emphasize immersive
effects on the user with an expected impact on
his learing behavior.

The next steps in connection with the presented
scenarios will consist in a quantitative evalua-

© tion of the impact of Virtual Reality on the

actual learning success of the students by
assessing the conceptual knowledge of two
different comparison groups, one that visits an
actual laboratory experiment without any
personal involvement or interaction with actual
components, and the other group that visits a
Virtual Reality based virtual environment of the
laboratory experiment. Furthermore, we will
discuss the effect of embedding Mixed Reality
components into the Remote Laboratory on the
students on the one hand in terms of their
qualitative perception of being immersed into
the virtual environment and on the other hand
in terms of the advantages that are connected to
the embedding of camera screens into the
virtual scenario for additional perspectives.

On the technical side, the next steps concerning
an extension of the Remote Laboratory
environment consist in the development of a
generic methodology to automate and to control
robots of various kinds in virtual environments.
In terms of this procedure, aspects of robot
security, collision avoidance and inverse
kinematics for robot control will be of major
importance for an expedient experimentation
environment. Next projects will concentrate on
the implementation of complex scenarios with
multiple robots and interaction devices in order
to emphasize the idea of collaborative and

* concurrent engineering in virtual environments.
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ABSTRACT

An e-learning website is not sufficient to fully attain
the results of online education. There also is a need
to align the educational objectives into the design of
the assessment to improve and develop cognition,
critical thinking and problem-solving skills.
Previous studies have explored the potentials of the
assessment models but few ventured into their
implementation. Others only proposed and
introduced conceptual frameworks. The
implementation of these proposals, however,
revealed that the question type in the assessment
phase neglected to align their questionnaire formats
into a cognitive schema. At present, the standard
multiple-choice question is the most frequently used
of the question type of e-learning assessments,
However, if this type is the only format adopted by
e-learning developers, then the potentially rich and
embedded assessment of the computer platform can
be will be given up. This paper then focuses on
the design of assessment questions, which is created
and guided by the hierarchical Bloom cognitive
taxonomy and by utilizing rich media formats.
Preliminary results conducted for four weeks show
a dramatic increase in the academic performance of
the students.

KEYWORDS

Bloom cognitive taxonomy, assessments, -
learning, cognitive, interactive

1 INTRODUCTION

Assessment is defined as “a device or
procedure used for evaluation by obtaining a

ISBN: §78-1-941968-02-4 ©2014 SDIWC

sample of a learner’s behavior in a specified
domain and scoring this behavior in a
standardized process [1]. It constitutes a vital
part of web-based learning instruction. Through
assessment, educational  strategists can
determine how effective their lessons are in
teaching students the intended facts and skills.
To effectively assess students, educational
strategists must not simply relegate assessment
at the end of the leaming process or training.
This must be also fully integrated into the
process of educating students [2]. Assessment
designs can greatly influence the learning of the
students. It can also be a tool for data gathering
and the results gathered can help teachers
decide on the performance of the students [3].
At present, many learning e-learning
assessments used the standard multiple-choice
questions. However, it can be argued that if e-
learning developers adapt only this type of
assessment, then the potentially rich and
embedded assessment of the computer platform
will not be totally utilized [4].

Today, the question type currently dominating
many e-learning assessments is the standard
multiple-choice question. It is necessary for
assessment practices to reflect the combinations
of acquired skills and knowledge. The
complexity and use of these combinations will
enable students to interpret, analyze, evaluate
problems and explain their arguments. These
assessments, which should be fully integrated
into the learning process, provide information
about the learner’s progress and support them
in selecting appropriate learning tasks. The
consistency of the content, methodology, and
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the manner of assessment will make teaching
become more effective. Therefore, it is a
worthy undertaking to invest in the design of
performance assessments because assessment
provides multidimensional feedback for
fostering learning [5].

The objective of this paper is to present an
assessment questionnaire format by adapting a
number of the assessment designs which were
investigated and discussed in the related
literature. These designs are redesigned and
realigned into the Bloom Cognitive Theory
Schema and is presented in a more interactive
way to suit the computer science curriculum at
tertiary level. The paper is organized according
to the discussion of related literature,
methodologies, initial findings and lastly, the
conclusion and future works.

2 RELATED LITERATURE

For the alignment of an effective assessment
design, three components are investigated in
this section: 1. the search and adaptation of the
existing assessment design that can be useful in
the computer science curriculum; 2. The design
of the assessment according to Bloom
Cognitive Taxonomy schema (manner or way
to present question in accordance to cognitive

prescription) and 3. The incorporation of
simulations  interactivity in the assessment
process.

2.1 E-Learning Assessment Questions

There are several ways to make assessment
items innovative and creative. The use of
technological enhancements of sound, graphics,
animation, video or the incorporation of
media can be utilized also for e-leamning
assessment designs [6]. Figure 1 below shows
the summary of the 13 questions types collected
from 15 various sources of scientific research
and publications. Each question type has a
different cognitive level and requires
demonstration of varying skills from the
learners during assessment process. Although
there are many existing assessments that used
various question types, few have been tested
from the computer science perspective and at
the level of tertiary education. Majority of these
assessments were implemented in a pencil-
paper test and few transformed these
assessments into digital form [7], [8], [9], [10],
[11], [12], [13], [14]. If such assessment
features will be implemented fully into the e-
learning, the system will hypothetically deliver
cognitive gain among students.

l l | | ! l B
True or False Alternate Conventional Multipte Yes/No with Video
Design Cholce Deslgn Multiple Dl:fr:ilt:rs Answer Explanation Demostration
DaVie, Design Parshat, Davey &
Snowman (2014} Befiish Columbia Pershal Davey & Pagkry (2002) HeDosskt (2002) Clark & Mayer
{Eriish Columbia {2067 Brifah Conmbia asley (2002) Britsh Calumbia Briish Columbin (2003}, Thomas
(2007 (2007), Scciety De 2007} @087} {2001}
Actyaties (2008)
Ranking and Categorizing Matchlng Single Matrix Flll-in The
Sequencing Design Design Humetical Completion Blank
) Dasign eHow.com
Parahal, Cavey & {Briish Columbia ??Tg llﬁﬂ}. Embretson (2002}, (2014
Fasley (2002) {2007} British Columbia Parshal, Sprey & FunTrivia.com i
(2007) Kakhn (2002} {2014} Oaterind (1355)

Figure 1: Question Types for E-Learning Platform
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2.2  Bloom Cognitive Schema

The cognitive domain of Bloom involves
knowledge and the development of intellectual
skills, therefore it is necessary to align
assessment according to this schema. This
schema includes recall or recognition of
specific facts, procedural patterns and concepts
that help -in the development of intellectual
abilities and skills [15]. There are six major
categories, starting from simplest behavior to
the most complex in this schema. The
categories can be viewed as degrees of
difficulties [16]. Layer one is, “Remembering”
which entails establishing definitions, creating
fact charts, lists or oral activities, Layer two,

“Understanding”, includes producing drawings

or summaries.” Applying” is layer three, and
models, presentations, interviews or simulations
are applied to new situations. Analyzing” is
layer four which includes “distinguishing”
between the parts creating spreadsheets,
surveys, charts; or diagrams. Evaluating, which
is layer five involves  critiquing,
recommending, and reporting. Putting the parts

together in a novel and unique way falls in the
sixth layer which is Creating [17]. At present,
this model becomes a basis in developing e-
learning by transforming its contents,
instructional delivery and most importantly the
assessment. The layers represent the levels of
learning and increasing complexity.

Figure 2 shows the cognitive levels in Bloom’s
original taxonomy, arranged in ascending order:

‘Each step suggests activities for the specific

level. A Hst of verbs which are commonly used
to create learning objectives can be found
below each step. When Bloom created this
cognitive schema, he intended to use this in
assessing the expertise in order to develop new
ways in measuring what college students learn.
At present, this model becomes a basis in
developing e-learning by transforming its
contents, instructional delivery and assessment
to suit the learners’ needs. His work contributed
greatly in shifting the focus of educators to
leaming from teaching.

case studies
projects
exercises
projects critiques
problems simulations
case studies appraisats
ereative i
ptoblems develop plans EVALUATION
EXErrises. constructs.
case siudies simulations Judge
axersisey critical incidi Ippraise
practice discussion SYNTHESIS evahiste
. demonstrations questions ate
questions Rroj 1est CHTpose compare
discussion sketches plan value
[ simulations ANALYSIS propose revise
test role play design score
assassment microteach distingarish formutate select
reparis analyze amange choose
lecture tearmer APPLICATION differentiate collect atsess
visuais preseniations appraise construct estimate
video writing imerpret cafculate areate measure
audio a3pply . experimeant set up
examples COMPREHENSICON  employ test organize
Hustrations use compare manage
analogies transtate demonskrate contrast peepare
restae dramatize ariticize
discues practice diagram
KNOWLEDGE describe Rustrate nspect
define recognize operate debate
repaat explain schedule snventory
recoard BXFAE5SE shop question
list identify sketch relate

Figure 2: Bloom’s Taxonomy Staircase [17]
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2.3 Multimedia and Interactivity

Many educators believe that interactive e-
learning assessments  allows “learning by
doing”, arouses interest and generates
motivation. Interactivity leads to a more
meaningful learning because students are able
to test their comprehension, learn from their
errors and make sense of what is unpredictable.
It can also improve the students’ knowledge
and performance during the assessment process
[18]. Simulations and modelling tools are the
best examples of complex, meaningful
interactivity in assessments. Such applications
models represents a real or theoretical system,
and allows users to manipulate input variables,
change the system’s behavior and view the
results. With such applications, leamers can
construct and receive feedback as a result of
their actions. Inclusion of interactive
simulations in e-learning assessment improves
the quality and outcomes of e-learning.
Simulations and visualization tools make it
possible for students to bridge experience and
abstraction which help to deepen their
understanding of ambiguous or challenging
content [19]. Interactivity, when wused in
assessment, is a factor that has the biggest
impact on cognitive learning and is the most
powerful model of instruction [20].

The use of multimedia in assessment such as
graphics refers to the variety of illustrations that
include line drawings, charts, photographs,
motion graphics such as animation and video.
These multimedia can indeed increase learning.
Research shows that graphics improve learning
through cognitive exercises, storing and
retrieving ideas. Mayer claims that a student
who practices on assessment with text and

graphics is claimed to gain an average of 89%

on transfer text as compared to those students
who rely on texts alone [21]. It is also found
out that the integration of text near the visuals
during assessment yielded an average
improvement of 68%. Furthermore, explaining
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graphics with audios followed by a question
improved learning t by almost 80%.

Adapting question types from different
researches and re-aligning its questionnaires or
small tests into cognitive model and presenting
it in an interactive and simulative manner can
thus hypothetically guarantee learning.

3 METHODOLOGY

3.1 Respondents

. The study is organized within the context of
Design and Analysis of Algorithms class which

is taught at Sirte University, Libya. The entire
data collection and training lasted for 4 weeks
for initial testing. All students are familiar with
the use of electronic materials and had seen the
implementation of the e-learning system and
were given one week familiarization of the
system flow and navigation. During the training,
student were given several examinations
(diagnostic, formative and summative) to
determine their knowledge level of the course.
The passing mark is 75.

Prior to implementation, students were
inforined about the research and the task
involved. Students were given time to navigate

“the e-learning system so that they would be

familiar and be directly involved in the learning
process. If issues arouse during the learning
process, the researcher provided necessary
assistance in support for blended learning. At
the Dbeginning, participants were given
diagnostic assessments, while at the end of each
lesson, a formative assessment is given. All
students were subjected to- summative
assessment at the end of the course training.
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3.2 Data Collection

In this study, primary data were collected in
two ways. The first was the experimental
collection where various tables were populated
dynamically, manipulated and extracted to
generate several reports such as examination

results, graphs, frequency of the practice

examination and trials. The second was the
survey which was divided into two parts. The
first part was the measure of the internal
reliability of all the questionnaires stored in the
Item Bank. The second part was the
acceptability of assessment design factors.
Factors that affect the assessment design were
content of the item, the visual design (colors,
balance, readability), accessibility (links,
feedback and explanation facilities), assessment
types (difficulty, bloom level), navigation
(transition of questionnaires, pop-up windows,
reminders), leaming support (specific part of
the lesson, additional references) and
interactivity., To measure the internal
consistency of the guestionnaires, the Cronbach
alpha was used while z-test was used to
evaluate the acceptability of the assessment
design factors.

Degree of Difficulty

The 13 question types investigated and
presented in the literature were categorized
according to the Cognitive Bloom Taxonomy.
Table 1 shows the question types description
and the degree of difficulty df, for each type in
different assessment formats, In formative
assessment, the df is 1 for reviewing purposes
and practice examination at the end of each
lesson. The df of Bloom Cognitive examination
(diagnostic) on the other hand is also 1, to
measure the cognitive improvements of the
learner which is usually administered every two
weeks of the training.

The df of summative assessment differs
accordingly since it is the most important
performance matrix. As the Bloom category
goes to the bottom of the table, the more
difficult the questions and the deeper the
cognitive development become. Every question
has a level of difficulty, and this level is also
utilized upgrading the students’ performance
matrix. Higher ability. is demonstrated when a
student answers harder questions that correctly
answering an easier question. The Remember
category has df 1 while the Understand,
Application, and Analyze categories have a df of
1.5 while Evaluate and Create have df of 2.

Table 1: Questions Types and their Degree of Difficulty (df}

Degree of Difficulty
Bloom Taxenemy | Question Types Description sSummative Formative | Diagnostic

MATF - Multiple True or False Questions 1 1 1.5
REMEMBER MTCQ Matching abd Categorizing Questions 1 i 1.5
TOFQ True or False Question 1 1 L5
MCMA Multiple Chalce Mulliple Answer 1 1 1.5

UNDERSTAND
MCID Multiple Choice with Hlustrative Diagram 1 1 1.5
CSMA Complex Single Multiple Choice Questions 1.5 1 1.5

APPLICATION
SNCQ Single Numerical Constructicn Questions 1.5 1 1.5
ANALYZE SMCQ situational Multiple Choice Questions 1.5 1 t.5
SAMC Single Answer with Enumeration Questions 1.5 1 15
EVALUATE Ms0Q Matrix Completion Questions 2 1 1.5
MAET Multiple Alternative Questons 2 1 1.5
CREATE FIBE Situations! Fill-in the Blanks and Enemuration 2 1 1.5
Dsvo Videa Simulation with Audio Play Qiestions 2 1 1.5
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After aligning the colleceted question types as
shown in Table 1, questionnaires underwent
fornatting using the guided cognitive verbs
schema as presented Figure 2 and then the
interactivity and simulation to the question
were added. The use of graphs, videos and
other media formats, and required-response
questions was incorporated in the system. The
Item Bank is currently a repository of different
questions types with varying difficulty level. It
contains 280 questions with explanation
facilities divided among thirteen (13) questions
types and were used to produce the Bloom
Cognitive Taxonomy examination, the random
formative examination and the random
summative examination.

3.4 Question Item Design and Interactivity

For brevity; two live illustrative
question types were extracted from the system
prototype for the purpose of illustration.
Alternate choice items are somewhat similar to
true/false type of questions. However, rather
‘than letting the students determine whether a
single statement is correct or not, this type of
questions asks the student to select the better
answer between two choices. Choices are often
scenarios or cases, as shown in Figure 3 below.

MALT2, Evaluate the 2 codes below and detarmine which ane s better? Used 99, 6, 0, 89,
30 as test data.

ALGORITHM 1

ALGORITHM 2
forfe1ton=-1do for{+1ton-1do
veAld jet-t
jel-1 whitej2 0 and Aff}>A[j+ 1] do
whilef2 0 andAff)>vdo - swapl{A[{ 1A+ 1D
Aff+ 1-A[]] i jej-1
Ief=1
Aff +1]ev

[1 Algorithm 1 runs at On?) with 7 lines, the criteria of analyzing algorithm In
this case uses simplicity and readability. Tracing back using the testdatais
straightforward however line 3 and lne 6 repeatedly executed.

[]  Adgorithm 2 runs at On%) with 5 lines. It eliminates vedundancy and straight

forward mechanism, Thus it is better to Implement and simple,
o

Figure 3: Alternate Choice Example

In this type, students were shown two possible
algorithmic models for computing their running
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time complexity and must choose the most
accurate response option. In this case, the
correct answer was the second option due to its
simplicity. Innovations in the multiple-choice
category for online settings can include new
response actions not commonly found in
paper-and-pen settings. This entails clicking on
an area of a graphical image. It can also
include new media, such as sound clips which
can be considered as distractors. Such new
media innovations are represented in Taxonomy
as Multiple Choice with Iilustrative Diagrams.
An example is given in Figure 4.

MCID2. Select the best definition of the graph.

cgn)

/_L(n)

-

"
Hyy

il

_"l A t{n}scofn)forallnz ne

B. ¢(n})ecgfn)foralln i me

C. Ifcg(n) < f(n),c > 0 and ¥ n 2 no, then f{n) € N{g(n))
D.exgfn}st(n) s cagln) forall n 2 ne

T et bl et

[
[
[
[

Figure 4; Multiple Choice with Hlustrative Diagrams
Example

In this example, respondents must select one of
the four choices that corresponded to the
meaning of the graph., There were four choices
to choose from. This is similar to the standard
multiple choice question but aside from
choosing from the four possible answers, this
method of response involves also analysis.

Many interactive activities were included in the
assessment design to give learners the “personal
touch and control” in the assessment process.
Student could write their answer using the fill-
in the blank question types, compute the next
sequence and analyze the pattern in completion
matrix question type. Students could also
enumerate answers, view and analyze graphs
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and allow feedback. The explanation facilities
could also derive the solution and link
student’s misconception into specific part of the
learning materials. To enhance the learning
process further, videos, and other simulative
process were incorporated into the system to
allow the method of *learning by doing”.
Student could view the algorithm and its
simulative effects given certain inputs and
variables. '

4 RESULTS AND DISCUSSION
4.1 Internal Consistency and Z-test Results

Prior to the post survey for students, the survey
forms were presented among the academic staff
to validate the measurement scale and
questionnaires. The  Cronbach‘s  Alpha
coefficient for internal consistency reliability

test was used for each scale. Cronbach‘s alpha
reliability coefficient normally ranges between
0 and 1. It provides the following rules of
thumb: ¢ > .9 — Excellent, .7 < a0 <.9 —
Good, .6 < o <.7 — Acceptable, .5 <a <.6—
Poor and a < .5 — Unacceptable [22]. The
results of Cronbach‘s Alpha coefficients for
each scale are presented in Table 2.

The results indicated that all scales satisfied the
requirement for internal reliability. All
Cronbach‘s alphas of the scales were higher
than .60. The lowest value of Cronbach's alpha
is .62 in Accessibility scale while the highest
is .74 in Navigation scale. The impact of the
reliability of each question in the survey can be
determined by calculating Cronbach’s alpha the
ith variable for each i £ k is deleted. Thus, for a
test with k questions, each score x; alpha was
calculated for x; for all / where x; = Y x5,

Table 2: Cronbach’s Alpha Coefficient for each Measurement Scale

CRITERIA
visual Design |Accessibility [Assassment [Navization |Learniag Support | Interactivity
5 35 3 3 3 5
0,99 1,08 1.00 0.89 1.01 101
2.06 2.14 214 241 .08 231
0.65 0.62 067 0.74 0.64 0.0
\Q\ P a5 - p Y=
ca 5w CONTENT l ] WISUAL DESIGN ACERSSIBILITY | | SELF BN
S
242
.\3\ =80 a- 00 2728
W SUPPORT I l INTERACTIVITY

|

Figure 5: Reliability Coefficient after Deleting an Item
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Figure 5 shows that the overall reliability for
Content is .636 while individual reliability of
questionnaire within the scale are: for Cl
is .677, C2 is .774, C3 is .519, C4 is .337 and
C5 is .457. In this scale, C4 was the most
affected and could be deleted from the survey
form. The Visual Design overall reliability
‘is .650 and the most affected was V5 with
Cronbach value of .457. On the other hand,
Accessibility scale overall reliability is .617 and
the most affected questions were A3 and A4
which both have values of .427. Similarly, with
the remaining scale, questions with smaller
Cronbach alpha compared to the overall scale
reliability were the most affected and could be
deleted from the survey form. If the reliability
coefficient increased after an item was deleted,
it can be assumed that the item was not highly
correlated with the other items. Additionally,
the decrease in reliability coefficient can lead to
the assumption that the item is highly correlated
with other items. [23]. As shown in the table,
the omission of any single question does not
affect the Cronbach’s alpha very much.
Questions with low reliability compared to its

overall measurement scale were not deleted
because small set of questionnaires affects the
reliability value [24]. In this case, five
questions in each measurable scale. were
acceptable and there was no need to delete the
item since the uniqueness of each item could
casily be seen. According to Cortina [25], the
uniqueness of the item can be assessed with the
coefficient alpha.

Table 3 shows the results of the post survey
conducted among staff members to determine
the overall reliability of the software and the
280 questionnaires stored in the Item Bank.
These questions were used for various
assessments employed in the prototype. During
the survey, random questions were shown from
the system to evaluate and rate their reliability.
The overall internal consistency of the software
is .81, which is considered good while the
overall reliability for the 60 questionnaires for
Bloom Cognitive Taxonomy is .84. Similarly,
the internal reliability for questionnaires which
were used for formative and summative
assessment is .72.

Table 3: Crobach’s Reliability of Questionnaires and Overall Acceptability

Software Acceptability [Bloom Taxonomy |Questionnaires
K 13.00 3.00 3.00
sumvar 7.10 2.22 1.13
var 28.64 - 5.02 2.19
o= alpha’ 0.81 0.84 - 0.72

Table 4: Z-test of Different Measurable Scale

Criferia Mean |Standard Deviation z

Content 4,37 0.79 2.89
Visual Design 4.29 0.69 2.57
Accessibility 4,26 0.76 2.13
Self Assessment 4.34 0.88 2.40
Navigation 4,21 062 2.09
L.earning support 4.29 0.93 1.92
Interactivity 4,26 0.92 1.76
Motivation 4,29 0.80 2,22
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© An important concept in the evaluation of
assessments and questionnaires is the Alpha. It
is required from the assessors and researchers
that they estimate this quantity to add validity
and accuracy to the interpretation of their data.
A low value of alpha can mean a low number
of questions and poor interrelatedness between
items or heterogeneous constructs. For example,
if a low alpha is due to poor correlation
between items, then some items  should be
changed or totally eliminated. If an alpha is too
high, it may suggest that some items are
repetitive as they evaluate the same questions
in a different manner [26]. As observed in the
study, the overall alpha is not too high but still
considered highly acceptable at all levels.

Table 4 shows the summary of the perception
of students on the significant level of different
assessments scales. The mean is given with its
standard deviation. The highest mean is 4.37
from the Content scale while the lowest is 4.21
from Navigation scale. The z-values at z:p5 =
1:645 makes all the critical valoes of
measurable scale significant using one-tailed
critical region. The z-values computed are
greater than tabular value at alpha of .05. Based
on Likert scale, the mean of each measurable

variable is higher than the agreeable level
which was successfully correlated by the z-test.

Table 5.1 shows a live data extracted from the
prototype for 4 weeks wusing the link
http://maballera byethost7.com/elearning/. For
the purpose of illustration, a number of records
were selected from the different tables in the
database. The table shows that during
diagnostic exams, the items correctly answered
by students gradually increased. This exam
was composed of 30 questions. The
questionnaires. or items were designed
according to the Bloom Taxonomy assessment.
The table also reveals that the the number of
trial decreases as the weeks of trainings
continued. This can be attributed to the
familiarity of the students with the assessment
structure as they continue doing the process.
The number of trials determined the number of
time a formative assessment was taken to reach
the competency level. For example, formative
assessment shown in W1, first row indicates
that students had to take this assessment ten
times before they obtained a competency score
of 7. As observed, only the 6, 7 and 8 scores
were recorded in the formative results. Six (6)
is the minimum score which is 75% out of 8.
The system could load eight random questions
during practice exams.

Table 5: Diagnostic, Number of Trials and Formative Assessments

3 S 11 10 8 6 3 7 - 8 7 7
7 11 12 8 6 3 6 7 i 7 §
8 12 14 9 ] 4 4 7 7 7 7
8 12 12 16 7 3 4 4 7 3 2 8
9 13 14 21 8 ] 5 4 7 8 7 8
9 14 16 22 9 7 4 5 3 2 7 8
7 15 20 25 5 4 6 3 3 .8 7 3
6 14 17 6 3 7 3 7 g 7 §
8 14 18 7 B 4 3 7 8 ) 8
6 - 8 17 19 (] 6 4 2 7 8 i 8
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S CONCLUSION

This paper successfully combined 13 question
types extracted from 14 publications. It also
aligned the 280 questionnaires stored in the
‘Item Bank according to cognitive schema. The
cognitive schema was composed of different
“verbs™ words which served guide in creating
questionnaires  that support  hierarchical
cognitive development. The questionnaires
were reproduced as part of the e-learning
. assessment with added interactivity and
simulations, The questionnaires stored in the
Item bank were measured using internal
reliability test and all were at acceptable level.
The design factors of the assessment level were
statistically significant at all assessment
measurement scale. Based on the preliminary
results of the study, students improved their
academic performance. The number of trials in
taking the practice assessment became less as
the results increased. The success of the initial
testing- was attributed to the design of the
assessment which allowed the students to
review and reload the questionnaires several
times thereby making them familiar with the
graded assessment. Being interactive, the item
or the question was linked to the explanation
facilities, specific learning materials and review
module. Although the initial results are quite
convincing and acceptable, a thorough study is
needed to establish the impact of the design in
the diagnostic, formative and summative
assessment.

6 REFERENCES

[1] American Educational Research Association,
American Psychological Association, & WNational
Council on Measurement in Education.. Standards
for educational and psychological testing.
Washington, DC: American Educational Research
Association. 1999.

[2] M. Birenbaum, M. New insights into learning and

teaching and their implications for assessment. In M.

Segers, F. Dochy, & E. Cascallar (Eds.), Optiinising

ISBN: 978-1-941968-02-4 ©2014 SDIWC

new modes of assessinent. In search of qualities and
standards. Dordrecht, The Netherlands: Kluwer, (pp.
13-36). 2003. :

[31] K. Scalise & B. Gifford. Computer-Based
Assessment in E-Learning: A Framework for
Constructing “Intermediate Constraint™ Questions
and Tasks for Technology Platforms. Jowrnal of
Technology, Learning, and Assessment, 4(6). 2006.

[4] E. Schreiner.. How to Design Effective Classroom
Assessments. Retrieved July, 22, 2014 from

http://www.ehow.com/how 7408048 design-
classroom-assessments.htiml

[5] J. Cowan. Designing assessment to enhance student
learning, Retrieved June 10, 2014 from

http:/fwww.heacademy.ac uk/assets/ps/documents/p
ractice_guides/practice_guides/

[6] C.G. Parshall, T. Davey & P.J. Pashley. Innovative
Item Types for Computerized Testing. In W. Van
der Linden, Glas, C. A. W. (Ed.), Computerized
Adaptive Testing: Theory and Practice. Norwell,
MA: Kluwer Academic Publisher. pp. 129-148,
2000.

[7] C. G. Parshall, J. Spray, J. Kalohn, & T. Davey, T.
Issues in Innovative Item Types. In Practical
Considerations in Computer-Based Testing. New
York: Springer, pp. 70-91, 2002,

[8] S. Embretson. Generating Abstract Reasoning Items
with Cognitive Theory. In S. Irvine, Kyllonen, P.
(Ed.), [tem Generation for Test Development,
Mahwah, NJ: Lawrence Erlbaum Associates,
Publishers. pp. 219-250, 2002.

[9] M.E. McDonald. Developing Multiple-Choice Items.

In Systematic Assessment of Learning Outcomes.
pp. 83-120, 2002.

[10] British Columbia. Examination Booklet. Retrieved
July 7, 1014 from
http://www.beed.gov.be.ca/exams/search/gradel 1/e
nglish/sample/exam/0708ss_P.pdf

[1] 8. 1. Osterlind. Constructing Test ltems: Muitiple-
Choice, Constructed-Response, Performance, and
Other Formats. Norwell, MA: Kluwer Academic
Publisher. 1998.

[12] Society De Actuaries. Construction and Evaluation
of Actuarial Models. Retrieved July 8, 2014 fiom

49



Proceedings of the International Conference on Computer Science, Computer Engineering, and Education Technologies, Kvala Lumpur, Malaysia, 2014

http://www.soa.org/files/pdf/edu-2009-fall-exam-c-

guestions.pdf
[13} FunTrivia.com. True or False Trivia. Retrieved
August 21, 2014 from

http://www.funtrivia.com/quizzes/general/true_or_f
alse html

[14] EHow.com.. How to Write a Fill In the Blank
Questions. Retrieved August 21, 2014 from
http://www.ehow.com/how 8233244 write-fill-

blank-guestions.html

[15] Bloom, B. Mastery learning. New York: Holt,
Rinehart, & Winston. 1971.

[16] L. W. Anderson, & D. R. Krathwohl. A Taxonomy
for Learning, Teaching, and Assessing: A Revision
of Bloom’s Taxonomy of Educational Qbjectives.
Allyn & Bacon. Boston, MA (Pearson Education

Group). 2001.
http:/eplit.coe.uga.edu/index.php?title=Bloom's Ta
xonomy

[17] A. Churches. Bloony’s Taxonomy Blooms Digitally.
2008, htip:/www techleaming.com/studies-in-ed-
tech/0020/blooms-taxonomy-blooms-

digitally/44988

[18] M. Rosenberg, M. E-Learning: Strategies for
delivering knowledge in the digital. 2000,

[19] R. Thomas.. Interactivity and Simulations. Multi-
verse Solutions Lid. 2001,
httpe//www jelsim.org/resources/whitepaper.pdf,

[20] R. E. Clark. & T. G. Craig. "Research and Theory on

Multimedia Learning Effects." In: M. Giardina (red).

"Interactive Multimedia Learning Environments.
Human factors and technical considerations on
design issues.. NATC ASI Series. s. 19-30. 1992

[21] R. Mayer. The promise of multimedia learning:
using the same instructional design methods across
different media. Learning and Instruction. Vol. 13.
Pp. 125-139. 2003

[22] D, George & P. Mallery,. SPSS for Windows step
by step: A simple guide and reference. 11.0 update
(4th ed.). Boston: Allyn & Bacon. 2003.

[23] C. Zaiontz. Real Statistics Using Excel: Cronbach
Alpha. Retrieved January 21, 2013 from
http://www.real-statistics.com/author/

[24] M. Tavakol & R. Dennick, Making sense of
Cronbach’s alpha. futernational Jowrnal of Medical

ISBN: 978-1-941968-02-4 ©2014 SDIWC

Education. 2011; 2:53-55 Retrieved June 12, 2014
from http://www.ijme.net/archive/2/cronbachs-
alpha.pdf

[25] J. M. Cortina. What is coefficient alpha? An
examination of theory and applications" Journal of
Applied Psychology. pp. 98-104.
http://psychweb.psy.umt.edu/denis/datadecision/fro

nt/cortina_alpha.pdf

{26] D. Streiner. Starting at the beginning: an
introduction to coefficient alpha and internal
consistency. Journal of personality assessment.
80:99-103. 2003,

50






Proceedings of the International Conference on Computer Science, Computer Engineering, and Education Technologies, Kuala Lumpur, Malaysia, 2014

Coordinating Mobile Servers for Static Hierarchical States

Savio S.H. Tse' and Markus Schaal®
'Computer Engineering Department, Istanbul University
Avcilar Campus, Avcilar, 34320 Istanbul, Turkey.
sshtse@gmail.com
*Webtrekk Gmbh, Berlin, Germany
schaal@acm.org

ABSTRACT

We design a Peer-to-Peer network to maintain a
large set of hierarchical static states. We argue that
these states are common and natural in collaborative
knowledge-based systems, and online games. On
the top of the hierarchy, we apply many B+-trees of
order-k for connecting all online nodes to enhance

parallelism, where k is any constant more than two.

The overhead communication cost for each join and
leave is bounded by O(log, N) messages, and the
number of connections (edges}) in each node is
bounded by 2k-+4,

KEYWORDS

Peer-to-Peer  mnetwork, dynamic network,

collaborative computing, static hierarchy.
1 INTRODUCTION

Peer-to-Peer (P2P) networks is a popular
research topic nowadays. Due to the page limit,
we skip the discussion on its general features.
We agree with the definition in [11], which
says that inviting users to become servers is
basically the idea of P2P networks. In this
paper, we use a P2P network to coordinate
mobile servers for maintaining a collection of
static hierarchical states. By static, we mean
that the hierarchy of the state structure will
rarely change, while the attributes of states can
change often. There are quite a few examples of
unlimited numbers of static hierarchical states.
The most obvious one is knowledge about the
world, which is dispersed in time and space at
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the physical level and becomes more and more
abstract at higher and higher levels of the
aggregating hierarchy. Of course, many
concrete scenarios for the world knowledge
hierarchy can be thought of. Another example
is online game. Kautsson ef af gave a P2P
system for supporting multiplayer games [6].
Though it is not the main stream of research in
P2P network, there are more and more works
on this interdisciplinary area [1], [4]. Inside an
online game, there can be infinitely many static
objects, which fall into a hierarchy. For
example, a chimney belongs to a house, and the
house belongs to a region. The last scenario for
static hierarchy is an information system for
emergency management exploiting collective
intelligence or crowd sourcing. For example,
the temperature outside our windows can be
very useful for regional weather forecasting.

To support a large static hierarchy, we
design a P2P network that consists of a regular
root manager plus many mobile servers.
Ideally, P2P nodes should be organized in a
balanced tree which matches the state
hierarchy. However, due to dynamic
infrastructures, where nodes can join and leave
freely, the tree cannot always be balanced, and
in the worst case, it can become a forest of
digjoint trees. Hence, we propose an auxiliary
structure and algorithms for join and leave in
this work that bound the performance overhead
as proportional to the logarithm of the number
of existing P2P nodes only. It is well-known
that the minimum network diameter decreases
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with the maximum number of edges of a node.
However, we cannot over-burden a node by too
many edges. The /imited scale-free network is
an example where a limit is applied to the
degree of a node [2]. For facilitating dynamic
networks, we further push the limit to 2k+4,
where k is a small constant, in this paper. We
apply a k-ary tree for modeling the static
hierarchy, and we connect the online nodes by a
number of B+-trees of order k. The states in
the hierarchy are uniquely assigned to members
when they register in the system. When a
member is offline, his duty to maintain the state
will be handled by another member. When he
returns, he takes back his duty. Along with
this, each member will have a unique identity.

2 RELATED WORK

There have been many topologies developed for
P2P networks. In Gnutella [5], since the
network  features are  decentralization,
anonymity, and autonomy, it is difficult to even
perform the fundamental operation---searching-
--efficiently. The searching method is a simple
flooding, and this incurs high communication
cost. In Freenet [3], Clarke et ol applied a
DFS-like searching technique with limited
number of hops. It saves many messages
- comparing with flooding but faces the problem
of unreachability. The Content Addressable
Network (CAN) model, in [8], maps the nodes
onto a multi-dimensional Cartesian coordinate
space.  Precisely, each (key,value) pair is
deterministically mapped to a point in the space
by a uniform hash function. Tapestry [15] has a
hierarchical overlay structure that gives a quick
convergence from different sources to any
single destination. Pastry [10] uses the nodelD
to indicate its position such that routing to the
numerically closest node to a given key in
fewer than (1/4)log N steps. The expected
number of steps is O(log N). Chord [12]
employs a cyclic name space like Pastry.
Unlike Pastry, its routing is confined to its
logical ring structure. Chord's mechanism is
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also employed in [7]. These examples share the
commonality that node identifiers and
infrastructures are not arbitrarily chosen, but
designed to facilitate searching.

In this paper, we consider very large P2P
networks. A source node makes use of the P2P
hierarchy to send an invitation to the
destination node with which it wants to
communicate.  After they exchange their
sockets---network addresses and port numbers,
they do not need the P2P hierarchy for further
communication. This method  frees the
hierarchy from heavy traffic between peers.

We expect the sizes of P2P networks to
rocket as the technology " becomes more
sophisticated and popular, We hope that P2P
networks will no longer be limited by file
sharing. However, while the research on P2P
networks has been very hot for vears, it is
observable that the development on
applications has remained still for years.
Walkerdine et a/ showed the same observation
in [13]. One reason may be due to the lack of a
design framework [13]. The actual reasons
may be complicated, and one can be the lack of
a rewarding scheme for the serving peers,
because peers need more incentive to take more
responsibility in the system, and the application
will then have vitality. :

3 STATIC STATE HIERARCHY

Let k be a positive integer that is more than
two. The state hierarchy is basically a logical
k-ary tree. Each parent has at most k children.
In the hierarchy, one edge is connected to each
leaf state, at most k edges are connected to the
root state R, and at most k+1 edges to each
internal state. We can represent the identities in
dot format. R has an identity (0), and its
children have (0.1), (0.2), .., and (0.k),
respectively. The children of (0.i) are (0.i.1),
0.i.2), ..., (0.i.k), where i < k. Each identity
can also be viewed as a base-k number and has
a unique numerical value. Two identities with
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different lengths can be ordered according to
numerical values after appending zeroes to the
right of the shorter one. It is easily seen that the
leftmost digit can be omitted, however, we keep
it for ease of discussion.

The k-ary tree may not a full tree, as the
parent-children relationship depends on the
natures of the objects concemed. For example,
the state of a house is the parent of the state of a
window inside. If a parent x, by nature, has
more than k children, detach them from x, split
them into a minimum number of groups of sizes
at most k, and for each group, create a parent,
and attach it to x as a child. These steps are
repeated until x has at most k children.

4 PHYSICAL NETWORK MODEL

The network in question is modeled by an
arbitrary N-node undirected and unweighted
connected bounded degree graph G=(V.E),
where V={v;, v, ... , vn} is the set of nodes,
and E the set of edges. The degree of each
node is at most 2k+4. V refers to the set of
online nodes in the system, and hence, it is
dynamic. The P2P network overlays a transport
layer and network layer protocols. Each node
knows its own network address and transport
layer port number. We assume that they are
TCP and IP, and simply refer to them as cone
physical address. A point-to-point connection
(an edge) in the P2P network requires a TCP
connection, which costs at least three messages
to establish the TCP plus some messages to
connect the P2P application layer. A P2P hop
can induce many hops in network layer, and
therefore only the messages for exchanging
physical addresses route along the P2P network
edges. Further communication is done through
the connection by the nodes’ physical addresses.

A node is engaged to a state when it first
applies to be a member. The member takes the
state identity as its own. This engagement is
permanent, even when the member is offline,
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until it terminates its membership. Hereafter, a
node is referred to a member, a member is
called an existing node, or online node, if it is
online; otherwise, it is called a departed node,
or offline node. The system manager is
engaged to the root state R. It is always online,
It can be a single-node host, as well as a cluster
of hosts. For simplicity, we call the manager R,
and let it be a single-node host because it makes
no difference to the algorithms in this paper. At
the beginning, when R is the only member, it is
responsible for all states in the system. When a
new member registers, R will assign an un-
engaged state to it. It will then be responsible
for all un-engaged descendant states. The
member is also responsible to (but not engaged
to) states that are its nearest engaged ancestor.
These two duties constitute the primary duty of
the new member, and is changeable if some
ancestor or descendant states are engaged to
other new members. A member is free to be
online and offline. In order to maintain the
robustness of the system, we assume that the
existing nodes are all robust and that they can
leave only in a "polite" way, such that enough
information exchange is completed before
departure. (Without this assumption, regular
probing and replication are sufficient for
remedial actions.}) We assume the P2P network
is asynchronous. A task's performance is
measured by its message complexity, while
each message is referred to the one in the P2P
layer. It is the cost to the whole network. The
cost to each node is measured by its connection
complexity, which is the number of edges it
has.

We call the state hierarchy the stafe tree.
Every node knows the physical address of each
of its online parent and children, if any. Note
that the state tree may not necessarily be a
physical one, as the members, except R, can be
offline, and some states may not be engaged.
Even if the state tree is connected, its height can
be O(N) in the worst case. Clearly, this
deficiency is due to the fact that the state
hierarchy is static. Moreover, when a member
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is offline, the states it is responsible for are no
longer accessible. In order to tackle these
problems without changing the static structure,
like the approach in [14], we construct an
adaptive connected structure, as explained
below.

5 IMAGE AND SUBIMAGE NODES

We first define some terminologies. In the state
tree, a leaf node is an online node that has no
online descendant; and a junction node is a
node that has at least two children, with each of
them having a descendant leaf node. A
junction node can be online or offline. Clearly,
the sets of these nodes are dynamic.

On top of the primary duty, a node may
have up to two kinds of temporary duties. A
temporary duty is due to other nodes leaving
and it can be released or reduced when the
corresponding nodes return. The first kind of
temporary duty is to store and maintain states'
information. When a node is leaving the
system, the responsibility of storing and
maintaining states will be handed over to its
nearest online ancestor. It is easy for each
online node to search for its nearest online
ancestor; we will discuss how at the end of
Section 6. Although this allocation of
responsibilities for states is temporary, it is
consistent with members' initial assignments.
The second kind of temporary duty is to
propagate invitations on behalf of the
corresponding departed node. However, if this
duty is again passed to its nearest online
ancestor, the ancestor can be burdened by too
many connections if the other descendants
request the same. Therefore, we share this duty
with image nodes. The image node of a node is
chosen from one of its descendant leaves. An
internal node has exactly one image node, but
an image node can serve at most one junction
node plus many other nodes. When an internal
node is in the system, its image node exists but
does not perform any task for it. However,
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when the internal node is about to disconnect
from the system, it invokes its image to take up
all its edges in the state tree. The duty of an
image node is to propagate invitations through
these edges. Recall that a leaf can be the image
node of some internal nodes, which must be its
ancestors, but it itself does not need any image
node because it is a leaf and need not propagate
invitations up or down in the state tree. Three
rules for the image scheme follow:

Rule 1 One internal node has exactly one leaf
as its image, and they are connected by at most
2logy N hops. :

Rule 2 If a leaf / is the image node of p > 1
internal nodes, then (a) all these nodes are
ancestors of /; (b) they are in two disjoint
blocks of sizes py, p2 = 0, where py+ pr=p; (¢)
(contiguity) for each block B, the nodes
between the nearest and farthest ancestors are
all in B; (d) (locality of the lower block) if p;,
p2 # 0, the block nearer to / contains /'s parent,
and (e) (simplicity) if there is no junction node
among these p internal nodes, the farther block
is empty.

Intuitively, the ancestors fall into at most
two disjoint vertical lines, and the lowest one is
connected directly to the leaf node.

Rule 3 If a leaf is the image node of p> 1
internal nodes, then there is at most one
junction node among them; if there are two
contigunous blocks, then the junction node
should appear in the upper one.

Rule 3 will be used to argue that when a
leaf assumes duty as an image node, it will have
at most 2kt4 edges, no matter how many
internal nodes assigned to it have departed.
Rule 1 guarantees that the maintenance cost of
the image nodes is bounded by O(log N)
messages. Rule 2 is for the coverage of all
internal nodes as well as for keeping the bound
on the number of edges leaf nodes have.
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Consider the case that only one internal
node is assigned to a leaf. Rule 1 can be kept
true by using an edge between the internal node
and its image. Hence, an internal node has no
more than (k+-1)+1=k+2 edges so far, where
k+1 edges are its original connections in the
state tree, and the last edge connects to its
image. Together with Rule 3, the degree of a
leaf node is at most (k+1)+1=k+2 so far, where
k+1 edges are from the leaving node, and the
last edge is connected to its parent.

Consider the case that there are p>1 internal
nodes assigned to an image. Let A be the set of
these nodes, and A, Ay < A be the upper and
lower blocks, respectively, where A= A;UA,
and AinA=. If there is only one block, we
simply assign & to the corresponding subset.
There are at most p-1=O(N) edges in A that
should be taken up by the image.

Whenever there are as many as O(p) nodes
in A staying in the system and the rest of O(p)
nodes have departed (Figure 1), these edges
will make its degree exceed the bound 2k+4,

[ departed nosde

7 enisting node
N *

Figure 1. Edges required for a block of internal nodes.
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To tackle this problem, we build a B+-tree
of order k for each of A, and A, and the
internal nodes inside these trees are called
subimages, as it helps the image to look after
the nodes inside the subsets. We call this tree
subimage tree. The junction node, if A;#d,
will be directly connected by the image, and
therefore, it is not in the tree. The internal
nodes, as well as the root, are "simulated" by
the bottom nodes such that the root of each
subtree is "simulated" by the rightmost
descendant of the leftmost child. The root is
then connected directly to the image. At the
bottom level, nodes are connected by edges in
both directions. This prevents a single hop
resulting in 2logy N steps for propagating
invitations. The maintenance cost is bounded
by O(log N) messages. In the B+-tree, there are
at most k+1 edges for a subimage node, plus
two more edges along the bottom level,
Therefore, every node in A has at most
k+14+2=k+3 edges. The image needs only one
edge pointing to the root, and an edge
connecting to a junction node. Hence, it can
have at most 2 extra edges so far. For keeping
Rule 1 true, it suffices to apply the subimage
trees. The robustness of the subimage tree and
Rules 2 and 3 will be guaranteed by the
algorithm in Section 6.

A leaf node is called a fiee leaf if it is not an
image of any junction node. To provide a fast
search for a free leaf in the algorithm described
later, a B-+-tree of order k is used to store all
free leaves. We call it a fiee-leaf tree. Each
free leaf needs k+1 more edges for this B+-tree,
plus 2 edges at the bottom level. Together with
the edge in the state tree, the number of edges
for a free leaf is bounded by k+4. Since a leaf
node can have no internal node assigned, and a
leaf node may become an internal node (and
vice versa) after a number of leave and join
operations, the relation between internal nodes
and their images are dynamic.

The last B+-tree of order k is needed for the
junction nodes. We call it the junction tree. If
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a junction node is online, it then has
(k+D+(k+1)+1=2k+3 edges, where the first
term is for the state tree, the second term is for
the junction tree, and the last one connects to its
image node. If a junction node is offline, its
image will be its representative that is in the
tree. Then, the image has at most
(2k+2)+2=2k+4 ecdges, where the first term is
for the offline junction node, one is for the root
in the subimage ftree, and one is for the state
tree.

6 THE ALGORITHM FOR JOIN AND
LEAVE

We show that the three rules can be kept true in
O(log N) messages when a node is leaving or
returns from being offline.

Suppose that a node x is back in the system.
Search the leaf tree and if more than one leaf
has a proper prefix equal to x, then either x is a
junction node or there is another junction node
under x. In the latter case, x belongs to the
same block as its immediate upper or lower
junction node. Hence, in both cases, search
from the junction tree to find the node's image.
After x contacts its image and recovers its state
tree edges, it performs the maintenance on the
subimage trees and then has fulfilled its duty.

If only one leaf has a proper prefix equal to
x, then X is not a junction node, and the leaf is
its image. Same as above, X needs to get back
its edges, and perform the maintenance of the
subimage trees.

If no leaf has a proper prefix equal to x,
then x will become a leaf. Find the nearest leaf
y---the one that has the longest common prefix
with x. Let a be the node whose identity equals
the longest common prefix of the identities of x
and y. Obviously, a is the nearest ancestor of x
such that a or its image must be in the system.
Note that a can be y. a or its image can be
found by the junction and subimage trees.
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Connect x to a or its image by an edge if a is-
the parent of x. If there are some departed
nodes between x and a, then x will be the image
of the departed nodes and an edge is still
needed between x and a or its image, as x takes
all edges for the departed nodes.  The
maintenance of the leaf tree, and the free leaf
tree should be done for the insertion of x. We
have three cases for a:

Case 1: a was a leaf and becomes an internal
node.

Consider Rule 2. Suppose that a is the
image of two blocks of internal nodes;
otherwise, we can assign any of them to be
empty. x takes the upper block of internal
nodes of a, if any, without any changes.
The lower block of x is the union of the
lower block of a and the set storing the
nodes between a and x, including a. Rule 2
is kept true, and obviously, Rule 3 is also
true as the only possible junction nodes are
always in the upper block. Rule 1 is kept
true after the maintenance of the subimage
tree is performed. Figure 2 shows an
example.

-
departed nodes between aand x x“

Figure 2. abecomes an internal node.
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Case 2: a is an internal node and becomes a
junction node because of x.

Suppose that a belongs to a block of internal
nodes whose image is z. z may viglate Rule
3 for having two junction nodes. If this is
the case, it must happen in the upper block
of z. Divide the block into two such that
each contains a junction node. z takes the
block with the nearer junction node, and x
takes the other. The non-junction nodes in
the original block fall into the two new
blocks such that Rule 2 is not violated.
Figure 3 shows an example.

-
s

[ \_
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Figure 3. abecomes a junction node.

Maintenance of the junction tree and the
subimage tree of a is then needed. A new
subimage tree of x is built if a is not the
parent of x and there are nodes between
them.

Case 3: a is always a junction node.
x will become the image of the departed

nodes between a and x, exclusively, as there
are no changes to any of the blocks, except
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that a new block formed by the departed
nodes appears with x.

Suppose that a node x leaves the system.
The case that x was an internal node before
leaving is similar to the one when x joins as an
internal node. x's image is informed to take up
x's edges. The subimage trees should be
maintained.

Consider the case that x is a leaf node
before leaving. Suppose that x is not an image
node. First maintain the leaf tree, and the free-
leaf tree, Second, if x's nearest ancestor has
only two child edges, it will become a non-
junction node after x departs. Then the junction
tree must be maintained. If the ancestor
belongs to an upper block of internal nodes,
Rule 2(e) will be violated as there will be no
junction node in a non-empty upper block. To
keep this rule, this upper block will be
combined with the block immediately below it,
which involves image swapping.

Consider that x is an image node. It is
necessary to find another leaf to be the image of
the remaining internal nodes. We assume that x
has two blocks of internal nodes and at least
one of them is non-empty. If the lower block is
non-empty and contains one subimage, we
choose the last subimage to take all the duties
of x. If the lower block contains no subimage,
then the whole block will be destroyed as x
leaves, because its existence is for x only. Now
consider the upper block, if it exists. Divide it
into two blocks such that the junction node w
belongs to the top one. The bottom one
(without w) will combined with the block
immediately below it. Image swapping is then
needed. The top block will find a free leaf from
the descendants of w, which can be done by
searching the free leaf. The existence of a free
leaf in the subtree rooted at w is guaranteed by
the tree structure. After a free leaf is found,
pass the edges from x to the new leaf, maintain
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the trees, and it is done. The discussion of the
leave-and-join operations is complete.

When a source node wants to send an
invitation to a destination node, it first uses its
subimage tree. If the destination is in the same
subimage tree, it is done. Otherwise, go to the
top subimage and reach the first junction node
above it. Then use the junction tree to search
for the junction node nearest the destination. If
the destination is not the junction node, then
use a subimage tree to reach the destination, if
1t exists.

Lastly, we shift back to discuss the search
for the nearest online ancestor. When the node
X wants to leave, or to simply find its online
ancestor, the join algorithm can be used to find
the nearest junction node y, and then, one of the
online subimages (if it exists) between x and y
is x's nearest online ancestor. If there is no
such online subimage, the nearest online
ancestor is y if y is an online junction node. If
y is offline, then search for the one above y.
The number of messages used is bounded by
O(log N) as there are O(log N) junction nodes,
including the offline ones, and at most one
subimage tree will be traversed.

7 CONCLUSION

We have given a novel P2P network with less
network traffic for future collaborative
applications with a static hierarchy of
maintained knowledge. One drawback can be
that the number of edge changes is O(logg N) in
the worst case. However, we conjecture that
the number of edge changes will be far below
this in practice. Our future work is to explore
the parallelism of our approach, and wverify
them by experimental work.
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ABSTRACT

In this work, we propose a method of constructing a
platform that makes learning contents on the Web
“Anti-Ubiquitous”, resolve the problem of halting
study by “ubiquity” in WBL{Web-based learning)
and make WBL more effective and beneficial.
"Anti-Ubiquitous" that we have proposed is an
opposite concept of "Ubiquitous" and means to add
constraints to the location and time in "Ubiquitous".
Anti-Ubiquitous learning based on the concept
increases the awareness and level of concentration
of learners and promotes effective and substantive
learning. However, it is not efficient for each
teacher to create Anti-Ubiquitous learning contents
from scratch. Therefore, we propose a method to
make existing leamning contents on the Web “Anti-
Ubiquitous”™. Currently, since high-quality leaming
contents such as OCW and MOOQOC already exist on
the Web, the significance of our approach is great,

KEYWORDS

Web-based learning, Anti-Ubiquitous learning,
Platform, learning contents

1 INTRODUCTION

Although WBLJ[1] is ubiquitous learning that
is highly convenient (whenever, wherever,
whoever), the ubiquity may lead the halting
study. This is because it is easy for the priority
on leaming to drop when there are not any
limitations. In fact, it is easy for “anytime,
anywhere” to become “sometime, somewhere”,
as a result, it may lead to the procrastination of
learning activities.

ISBN: 678-1-941968-02-4 ©2014 SDIWC

In this work, we aim to establish a method to
make learming contents on the Web “Anti-
Ubiquitous” in order to resolve the problem of
halting study by “ubiquity” in WBL and to
make WBL more effective and beneficial.
"Anti-Ubicuitous” that we have proposed is an
opposite concept of "Ubiquitous” and means to
add constraints to the location and time in
"Ubiquitous”.  Anti-Ubiquitous learning[2]
based on the concept increases the awareness
and level of concentration of learners and
promotes effective and substantive leaming.

However, it is not efficient for each teacher to
create Anti-Ubiquitous learning contents from
scratch. Because there are a lot of learning
contents with high-quality on the Web, it is
desirable to realize Anti-Ubiquitous learning by
using such existing contents.

From such a point of view, we propose a
method to make learning contents on the Web
“Anti-Ubiquitous”. Concretely speaking, we
aim to construct a platform for Anti-Ubiquitous
learning on the Web and to adopt the way of
adding constraints to the access time and
location when we access the learning contents
through the platform. Since high-quality
learning contents such as OCW(Open Course
Ware)[3] and MOOC(Massive Open Online
Course}{4] already exist on the Web, the
significance of our method is great.

The remainder of this paper is organized as
follows: Section 2 mentions our research
background and clarifies the problem, which
we try to solve. Anti-Ubiquitous learning that
we have proposed is also mentioned in this
Section. Section 3 mentions our method to
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make learning contents on the Web “Anti-
Ubiquitous” in detail. Section 4 discusses
related work. Section 5 concludes this paper.

~ 2 RESEARCH BACKGROUND
2.1 The Inherent Problem in WBL

Nowadays, there are a lot of high-quality
learning contents such as OCW, MOOC, etc. on
the Web. WBL has spread rapidly all over the
world. In fact, several hundreds of thousand
students have been rushed to the free online
courses provided by famous MOOC platforms
like Coursera[5], edX][6], etc.

Such online courses are high-quality and some
state-of-the-art technologies are used in their
platforms. For example, they provide a place
that has the function of SNS(Social Networking
Service) for social learning where students
mutually learn from each other. In final exams
of the online courses, they try to deal with
substitute exam takers and identity thieves by
analyzing students' typing, etc.

However, even if such MOOC platforms have
some state-of-the-art technologies, they cannot
handle the inherent problem in WBL, which is
halting study by “ubiquity”. Although WBL is
ubiquitous leamming that is highly convenient
(whenever, wherever, whoever), the ubiquity
may lead the halting study. This is because it is
casy for the priority on learning to drop when
there are not any limitations. Since it is easy for
“anytime, anywhere” to become “sometime,
somewhere”, it may lead to the procrastination
of learning activities[7].

Actually, from usage situations of the learning
management system in our institution', we had
to understand the reality that many students had
accessed to the learing contents only one week
just before final exams.

2.2 Anti-Ubiquitous Learning

! It indicates Okayama University that is the
author’s former institution.
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We have proposed Anti-Ubiquitous learning
that is the learning “at specified time and place”
by wsing ICT(Information and Communication
Technology) to create such a virtual situation
for learners. It is based on the directly opposite
concept from “Ubiquitous”, however the
foundation is “e-leaming”. Anti-Ubiquitous
learning is not “Non-Ubiquitous™ one that does
not use e-learning at all, but “Anti-Ubiquitous”
one that is produced by adding restrictions and
limitations to ubiquity in e-learning.

Anti-Ubiquitous learning makes it possible for
learners to learn only at specified time and
place by themselves. Therefore, since the
learners feel that “we can only study now and
here”, Anti-Ubiquitous learning increases the
awareness and level of concentration of learners
and promotes effective and substantive learning.
As a result, the learners develop self-motivated
learning attitude and regular learning habits,
because they specify “learning time and place”
by themselves.

In Anti-Ubiquitous learning, the most
important point is the constraint and/or
restriction on the learning time and place. This
is because the time and location are thought to
occupy an extremely important position during
learning. In fact, the times where people are
able to concentrate are various greatly between
individuals depending on lifestyle habits and
natural biorhythms. Based on these points,
more effective learning can be anticipated by
choosing the time and place of learning
carefully.

However, it is difficult to realize Anti-
Ubiquitous learmning completely because of
technical issues such as accuracy of location
information, etc. Nevertheless, assuming that
there is some degree of correlation to the time
and place of learning, it is possible to simulate
Anti-Ubiquitous learning by using existing
IMS(learning management systems) in a
pseudo way. Actually, we practiced pseudo
Anti-Ubiquitous learning in real lectures by
using WebClass[8] that is an existing LMS, and
verified the effectiveness[9]. In particular, we
practiced two methods in two classes of the
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same subject. One is pseudo Anti-Ubiquitous
learning, and the other is ubiquitous learning.
We compared the average score and time of
learning in both classes. On both the score and
the time of learning, the class in pseudo anti-
ubiquitous learning was superior to those of the
class in ubiquitous learning.

Furthermore, we designed and implemented a
prototype system for Anti-Ubiquitous learning.
The prototype system is based on LMS, which
is a platform of e-learmning. It enables or
disables the accesses of learning contents
according to the specified time and place of
each individual learner. Although it was built
on the Web, we had to implement learning
contents according to the specific specification
for Anti-Ubiquitous leaming from scratch.
Moreover, there was a fatal problem, which we
could not use a lot of existing useful learning
contents on the Web by using the prototype.

3 AMETHOD FOR ANTI-UBIQUITOUS
3.1 Basic Policies

We consider the research background in
Section 2, and aim to establish a method that
makes existing learning contents on the Web
“Anti-Ubiquitous™. Specifically, towards
learning contents on the Web, we design a
mechanism for adding constraints about the
learning location and time, and implement a
prototype system. The basic policies are the
followings:

1. It does not alter the implementation
(HTML, CSS, etc.) of learning contents.

2. It does not require any special knowledge
and skills to users.

3. It does not require special programs except
for Web browsers.

4, It does not depend on particular Web
browsers.

The above 1 and 2 are prerequisites rather than

policies. The above 1 also includes the change
of configuration files of Web sites that have
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learning contents. The above 3 means a special
program except for Web browsers, but there
may be some cases where plug-ins for Web
browsers will be required. Although we aim to
realize the above 4 as far as possible, it is
difficult at present. Since mechanisms for
HTML5[{10], (CSS3[11], etc. are not
implemented by some Web browsers, it is hard
for us to achieve the above 4 completely.

3.2 Difficult Problems

The most difficult problems on Anti-
Ubiquitous learning contents on the Web are
the followings:

® hiding URLs of learning contents
® rcal-time control of learning location and
time

In this work, to make learning contents on the
Web  “Anti-Ubiquitous” means to add
restrictions to accesses of learning contents
according to the time and location. However, if
we cannot hide URLs of leaming contents, the
effect of "Anti-Ubiquitous” is reduced by half.
Needless to say, if URLs are known, we can
access directly to learning content at anytime,
anywhere. This is a fatal problem, but from the
security point of view, to hide the address bar
of Web browsers is inadequate. Currently, it is
a specification that we cannot hide the address
bar in many Web browsers.

Using the redirection of HTTP, it is possible
to realize Anti-Ubiquitous learning contents
without hiding URLs[12]. However, in that
case, there is a need to modify configuration
files in Web sites where there are learning
contents, It is a violation of the basic policy 1 in
Section 3.1, and it is impossible in the real.

The access control of learning contents is
required not only at the start of learning, even
during leaming. The time is changing, and
learners may move during their leamning. In
other words, from the beginning to the end of
learning, we have to continue monitoring the
time and location of learners, and if constraints
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on access time and location are no longer met,
we must block access to learning contents.

However, the exact track of learning location
is difficult with current technology. In this work,
we rely on technological innovation in the
future about this. The accuracy of location
information measurement stays in the range of
current technology.

3.3 Handling the Problems

It is difficult to solve the problems in the
previous section completely. At present, we are
working on the implementation of a prototype
system based on the followings.

® Use of inline frame in HTMLS

® Prohibition of right-click on Web pages

® Use of Ajax for asynchronous
communication

If we put learning contents into inline frame in
HTML5, URLs of the leaming contents are
hidden cutwardly. However, if right-click on
Web pages is available, the URLs are revealed
from source codes by using the context menu
on Web browsers. Therefore, right-click on
Web pages must be prohibited. This can be
easily implemented in JavaScript.
Unfortunately, these methods are incomplete at
all. This is because it is also possible to display
source codes of Web pages from the menu of
Web browsers. Even if we can hide the address
bar and menu of Web browsers, it is
insufficient. We must also prohibit screen
capture and printing. Although we can do such
things, what can we do for screen photography
with digital cameras? For these points, there are
researches of prevention technologies of spying
displays[13]. In order to exceed the scope of
this work, we do not adopt such technologies.

Moreover, we use Ajax to control access for
location and time during learning. By using
Ajax, changes of learning location and time can
be acquired asynchronously from Web
browsers. As a result, we can control the access
to learning contents on Web sites.
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3.4 System Architecture of Prototype

We are currently working on the
implementation of a prototype system for Anti-
Ubiquitous learning. Figure 1 shows the system
architecture.

Monitering

Web
Figure 1. System Architecture of Prototype

The prototype system is a platform on the Web.

When users access learning contents through
the platform, the accesses are controlled
depending on the learning location and time.
The followings are procedures of use.

1. User registration (initial time only)
Registration of names and URLs of
learning contents

3. The leamer selects a registered leamning
content and registers her or his learning
location and time.

4. The learner logs in the platform from the
registered location at the registered time,
then she or he studies by using the learning
content.

5. When the learner leaves the specified
location during learning or the time of
learning is over, the platform will detect it
and block access to the learning content.

As the above, the mechanism of the platform

is simple and obvious. Currently, we do not
handle the access control of learning contents in
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real-time for frequent movements of users
during learning. Namely, after learners are
away from their learming locations and their
accesses are blocked, if they return to their
locations during leamning, they must log in
again,

In addition, we let the platform have the
function of storing learning histories of
registered learners. As we described in Section
3.2, the complete hiding of URLs of learning
contents is too difficult. Therefore, the learners
can access learning contents directly without
using the platform. In such case, there is no
meaning to build a platform like this.

However, the purpose of “Anti-Ubiquitous” is
not to prohibit leamning. It is to boost the
awareness of students who cannot leamn
proactively. Paradoxically speaking, it is not
necessary for students who are accustomed to
learn proactively to use this platform. But if
they do not use the platform, their learning
histories do not remain in the platform. This
means there is no evidence that they have
learned. From teachers' point of view, they can
see learning histories of students in the platform
and can wuse the histories for academic
assessment. By devising how to use the
platform in this manner, we can avoid the fatal
problem such as incomplete hiding of URLs.

3.5 The Role and Authority of Users

As users of this platform, we assume teachers
and students, Now, we examine whether we
distinguish the roles of teachers and students.
The issue is the following.

“Should we permit students to register learning
contents into the platform?”’

In terms of proactive learning support, it is
desirable that students can also register learning
contents into the platform. However, in such
case, to hide URLs of leaming contents
becomes almost meaningless. As described
above, it is not essential to hide URLs of
learning contents. However, it is unlikely that
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students without regular learning habits and
proactive learning attitude to register learning
contents into this platform and to practice
autonomously Anti-Ubiquitous learning.

In addition, the platform needs a mechanism
to bind teachers and students. To see and
evaluate leaming histories of students by
teachers compensates the incomplete hiding of
URLs of leaming contents and promotes the
use of the platform by students.

4 RELATED WORK

In e-learning such as WBL, since the ubiquity
that gets rid of constraints of learning time and
location is the merit of the best, there is no idea
such as addition of constraints to the leaming
time and location. However, as similar methods,
there are SRL(Self-Regulated Learning) and
CBL(Cohort-Based Learning).

SRL[14] is a learning method that learners
specify schedules of learning, study according
to the schedules, and evaluate learning
outcomes by themselves. As a method to
enhance the effectiveness of e-learning, SRL
comes to the front recently. Although SRL is
similar to Anti-Ubiquitous learning in terms of
initiative learning schedule by learners, it is
hard to bring a sense of tension for learning by
specifying the schedule only. SRL does not
have the concept of learning location, either.

CBL[15] is a group leaming method that
designates start and end points of a learning
course, and requires learning targets and
problems given at fixed intervals to be cleared.
University of Illinois adopts CBL in order to
increase the effectiveness of e-learning, and
obtains high achievements. CBL shares several
things in common with our work in terms of
setting temporal constraints on e-learning.
However, in Anti-Ubiquitous learning, time
settings are based on regular learning habits of
learners. Moreover, CBL does not have the
concept of learning location, either.

Kajita has been doing the research of a
context-aware LMS(Learning Management
System)[16]. It is based on ubiquitous
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computing. It provides educational services for
students and faculty staffs depending on their
context, Therefore, it can be regarded as a kind
of research on Ubiquitous Learning[17]. There
is also similar work by Li[18], etc. Ubiquitous
learning and Anti-Ubiquitous learning are not
competitive but complementary.

For the problem of halting study in e-learning,
there are also methods which are not
systematic: mentors in e-learning[19], Blended
Learning[20] that combines face-to-face
lectures and e-learning, etc. However, students
in MOQC are more than hundreds of thousands,
and the number of students in WBL is
uncountable. In such case, the introduction of
mentors in e-leaming and/or the realization of
Blended Learning are not appropriate and
realistic.

5 CONCLUSION

In this paper, we proposed a method that
makes learning contents on the Web “Anti-
Ubiquitous”. Since a lot of high-quality
learning contents such as OCW and MOOC
already exist on the Web, the significance of
our method that realizes Anti-Ubiquitous
learning by using such leaming contents is
great.

We are in the stage of implementing a
prototype system using PHP and HTMLS. In
the prototype system, we use Geolocation
API[21] to acquire location information. Since
the accuracy of the location information
depends on each Web browser, we are
considering to focus on specific Web browsers
at the moment.

Furthermore, we have a plan to use the
platform in our classes. After carrying out the
experiment and evaluation of the platform in
real, we open it in public.
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ABSTRACT

Glaobalization has resulted in the need for businesspeo-
ple to have a global perspective. Various organizations
are actively promoting the development of educational
institutions to create diverse classrooms as an effective
environment for the helping students to become global
businesspeople. Recently, online educational environ-
ment has gained significant attention in the informa-
tion technology development. Educaticnal institutions
all over the world have gained increasing research in-
terest in Massive Open Online Courses (MOQCs), and
these courses are described as an effective solution
for problems associated with student diversity. In this
study, we extract agent models based on cultural char-
acteristics to construct an environment that simulates
the student diversity. We conducted participatory case
study experiments and achieved state fransition dia-
grams that are related to the characteristics of each na-
tionality. Finally, we analyzed their differences and
similarities. By comparing the experimental results
of culturally different participants, we found that we
could extract differences of protocol patterns among
the participant groups: American, South Korean, and
Japanese. We determined the possibility of creating
cultural related player agents by the application of cul-
tural differences that we identified as important for the
protocol description required for constructing agent-
based models.

KEYWORDS

multilingual case study system; multicultural collabo-
ration; cultural diversity; online educational environ-
ment; agent-based models;

1 INTRODUCTION

Owing to the increase in globalization, businesspeople
now need to have a global perspective. Various orga-
nizations actively promote the education of global hu-
man resources and the internationalization in Japan. In
addition, international collaboration between universi-
ties has resulted in more foreign students studying in
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Tapan, Therefore, in the various educational fields that
include case studies, students are expected to gain new
knowledge through the synergistic effect achieved by
teams comprising members from different coltures or
nationalities [1]. -

However, students who are from different cultures
and speak different languages need to overcome non-
native language (common language in participants)
communication and the lack of cross-cultural under-
standing to accomplish mutual understanding. Lan-
guage and culture cannot be represented by the state-
ment “If it differs in the speaker’s culture, it differs not
only in terms of the content, but also in the manner in
which it is said” [2][3]. According to Omi [2], it is
necessary to understand the different thinking patterns
and the differences in perception. Further, a culture
cannot be understood or inherited unless it is experi-
enced. In fact, for global human resource education,
we need to understand and experience other cultures
through methods such as communication.

QOur research goal is to extract agent-based mod-
els by considering cultural factors to create an envi-
ronment that can be used to easily experience cross-
cultural aspects. Thus, we extract behavior mod-
els through participatory experiments and analyze the
characteristics of each nationality. Then, we con-
struct state transition diagrams for agent-based mod-
els. An agent-based model is a class of computa-
tional models used to simulate the actions and inter-
actions of autonomous agents for assessing their ef-
fects on the system as a whole. Agent-based models
consist of dynamically interacting rule-based agenis.
The systems within which they interact can create
real-world-like complexity. State transition diagrams
allow the easy construction of classroom diversity
based on the extracted agent-based models. In ad-
dition, agents can autonomously determine their be-
havior while interacting with the class environment
and other agents. Multiagent diverse classrooms rep-
resent individual decision-making in detail according
to each agent’s circumstances and reproduce complex
phenomena that arise from case discussions between
different agents, which is an educational benefit for
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the participants[4].

2 PROPOSED APPROACH

The case method is a teaching approach that consists
of presenting the students with a case and placing
them in the role of a decision maker facing a problem
[5]. Presently, students that access the Internet partic-
ipate in online courses, and take classes and discuss
case studies with other students. However, case ma-
terials used in MBA programs are mainly written in
English. Therefore, the students are required to be to
understand and speak fluent English along with their
native languages. Therefore, it is difficult for students
who are non-native English speakers to read and par-
ticipate in case discussions. In general, non-native En-
glish speakers need to improve their English skills to
participate in MBA programs for a few years of study
abroad. The language classes that need to be attended
out of necessity are expensive for the students. There-
fore, to avoid this additional expenditure, it is neces-
sary to resolve this issue.

In this study, we prepared an online class environ-
ment in which students can participate in the case
method using their own native language. In this sys-
tem, students from many different countries speak
with other participants and discuss case materials with
respect to different cultural backgrounds. This class
can overcome the linguistic barrier at some level and
enable students to easily participate in cross-cultural
discussions. The left-hand side of Fig. 1 describes a
recent online class style in which students from differ-
ent countries attend the class at a particular time and
participate in case discussions. However, it is practi-
cally difficult for students to attend a class at a par-
ticular time owing to physical barriers such as time
differences. Therefore, the case method in a diverse
environment is hampered by physical barriers. Our
proposed approach can easily maintain a diverse envi-
ronment by overcoming the abovementioned barriers
(Fig. 1). The right-hand side of Fig. 1 describes re-
placement participants as agents. We adopt an agent
that considers cultural factors instead of participants
that have different cultural backgrounds. Agents that
consider each cultural characteristic such as thinking
and behavioral mannerisms participate in the discus-
sions. The system provides an educational environ-
ment that students can use without the influence of
time differences. However, to design these agents,
we need to design a large cultural variety of agents.
We can create an environment consisting of a vari-
ety of (virtual) students by preparing diverse agents
by simulating the case study class in the real world.
In particular, in the case of dealing with cultural prob-
lems in business, this system produces the effect ex-
pected in the above environment with a high accuracy.
Therefore, we collect the student’s behavior model
through actual discussions about business case mate-
rials. Then, we extract the agent model to create a

ISBN: 978-1-941968-02-4 ©2014 SDIWC

student agent that considers cultural characteristics for
each nationality.

2.1 Extraction Procedure

We extract agent models as per the method stated in
[4]. To obtain cultural characteristics related to a agent
model, we conduct a simulated case method for use in
an actual education field, and collect the discussion
logs.

We apply the results of the analysis of discussion
logs to protocol analysis to reveal the process of com-
munication for all participating nationalities. First, we
conduct a simulated case study using participants from
different nationalities using the multilingual case sys-
tem, which is explained in Section 3.1. Next, we col-
lect discussion logs that is derived from each national-
ity’s participants using real case discussions. Finally,
we assign uiterance tags to the discussion logs for ex-
tracting agent models (Fig.2).

The tags used in Fig. 2 are summarized in Table
1. We divide the discussion logs into short topics and
assign utterance tags on the basis of utterance types
(Table 1) to each utterance using the method proposed
by Wang et al. [6] for discussion logs.

Table 1: Utterance types (Tags)

Type Definition
Opinion Own opinion about case material
Agree/Disagree | Agreement/disagreement with other
participants
Question Utterance asking for feedback
Explanation Supplemental explanation about own
opinion
Procedure Mainly facilitator’s utterance
Other Unclassifiable utterance

We observe the condition of each participant using
tag information and extract some states. Similarly, we
extract utterance types that change from their current
state to the next state. Finally, we tally the data de-
scribed above.

Further, we construct a state transition diagram us-
ing the method proposed by Torii et al. [7] in which
the discussion logs are divided into minimum discus-
sion topics. We also analyze the behavioral tenden-
cies of each participating nationalities. Finally, we ex-
tract agent-based models considering the cultural fac-
tors through the application of the above data counted
for each nationally based on protocol description.

3 EXPERIMENT

We conducted a participatory experiment in which we
applied our simulated case method [8]. We conducted
the experiment in accordance with the process of the
case method. First, each participant logged in, se-
lected their native language, and read the case mate-
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Figure 2: Procedure for the extraction of an agent model

rials shown on the Web. The selected case was de-
scribed in their native language. Next, they chose a
sentence in the case content and noted it with a line
number and case passage using analysis notes for or-
ganizing information. The participants then estimated
the meaning of the sentence by back-translation, al-
though they worked in their own Janguage. Partic-
ipants’ analysis notes are stored in the shared anal-
ysis note database. Then, the participants discussed
the problems in the case using multilingual chat. Text
messages were stored in the Chat database. After the
case discussion, we conducted a questionnaire regard-
ing the participant’s opinion about each nationality,
mistranslations, this system, and the case method., We
conducted cross-cultural analysis using the discussion
logs. We applied the discussion logs recorded dynam-
ically during the process of interactive communication
between the participants to analyze the thinking pro-
cesses and behavior.

3.1 Experiment System

Figure 3 shows the configuration of the system used
in the experiment. This system [9] was developed on
a cloud-based computing environment and was con-
nected to the Language Grid [10]. We used the “mul-
tilingual studio™ [11], which is a set of application

ISBN: 978-1-941968-02-4 ©2014 SDIWC

‘Multilingiral Cgoe Method Sy

Mulilingual Swdlo
el o APl }

L : Dacketranslation
N servie
Analysls |5
note DB

- ) Analysis note Machine transratlon

(Back-trarulation]

Figure 3: System configuration

programming interfaces (APIs) for using the multilan-
guage Web services, which are language sources (e.g.,
machine translation and dictionaries), provided by the
Language Grid. We can shift between more than 170
language services (e.g., French, Vietnamese, and so
on) by changing the language service API based on
the case language.

3.2 Participants

Eight pairs of university students belonging to the
United States, South Korea, and Japan participated in
the experiment (six Japanese speakers from Japan, six
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Figure 4: Application interface (The bottom-left is an interface for American English and the top-right for Japanese)

South Korean speakers from South Korean, and four
English speakers from the United States). We con-
ducted experiments using three pairs of two Japanese
students (six Japanese students), three pairs of two
South Korean students (six South Korean students)
and two pairs of two American students (four Amer-
ican students). Meanwhile, a Japanese national acted
as a facilitator in the experimentation. This experi-
ment plan was based on Yamashita’s experiment plan
[12]. Her experiments were conducted using six pair
of students, and she analyzed the conversation data us-
ing the conversation log. Using the same conditions
as her experiments, we conducted the experiments us-
ing Machine Translation(MT)-mediated case discus-
sion experiments.

4 RESULT

The number of discussion logs obtained through ex-
periment is as follows: American students have 63 dis-
cussion logs, Japanese have 136 discussion logs, and
South Korean have 122 discussion logs. We show the
example of tagging discussion logs and state transition
of participants in Fig. 5.

The obtained state transition process is as follows:
Participants transit to state A(Information arrange-
meunt) in which a participant gives his/her own opin-
ion at the facilitators direction. If a participant cannot
understand the meaning of a facilitators direction or
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the other participants utterance (because of mistransla-
tion), the participant requests an explanation and tran- -
sits to state C(Waiting for explanation). When a par-
ticipant wishes to know the other participants opinion,
he/she transits to state B(Waiting for other opinion by
asking a question).

We recognized four patterns of opinion-making be-
havior,

1.
2.

opinions stated after a facilitators direction

opinions that agree/disagree with other stated
opinions

3. opinions that answer a question

. opinions that explain or additionally supplement
one’s own opinion

Behavior patterns 1, 2, and 3 reveal one’s own opin-
ion. On the other hand, we also find instances of pat-
tern 4.

Moreover, the flow of discussion begins to disrupt
after references are passed to each other. Then, the
participants scent discussion get stacked up and tran-
sit to state D (Waiting for facilitators direction). If a
facilitator finds a point of discussion that needs to be
explained and informs the participants to do so, they
transit to Information arrangement again and discuss
the peint. If not, the topic is closed and the facilitator
introduces a new topic.
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Figure 5: Example of the discussion log, tagging, and state transition
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Figure 6: Ratio of state (left) and mention type (right) for
every nationality

The counted number of appearance of each state
for each participant along with each utterance type is
listed in Table 2.

The left-hand side of Fig. 6 shows the ratio of states
(A-Din Fig. 7), theright-hand side of Fig. 6 shows the
ratio of transition patterns from Information arrange-
ment (1-4 in Fig. 7). In the state graph, state A is
the highest of all states for every nationality, followed
by D, B, and C. Thus, we found no noted difference.
Therefore, conceivably, no cultural difference exists in
the ratio of these states. On the other hand, we found
a significant difference (chi-square test; p;.01) in ratio
of the utterance types (left-hand side of Fig. 6). Ut-
terance types 1 and 4 are active utterances [6] that are
opinions that wrap around oneself. Utterance type 2
and 3 are reactive utterances [6] that represent opin-
ions for other’s opinions or ideas.

Figure 7 shows a state transition diagram from dis-
cussion logs obtained in the experiment. In the figure,
the top-left denotes the original transition diagram; the
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top-right, Japanese; the bottom-left, American; and
bottom-right, South Korean. The utterance types from
state A iIn each nationality’s state transition diagram
rellects cultural characteristics. After counting the ra-
tio of appearances, these lines imply the following:
x<15%: thin line, 15% <= x<30%: medium line and
30% <= x; heavy line,

In the case that utterances 2 and 3 have a large ap-
pearance, it is possible to regard the nationality as in-
teractive. Americans have a low number of utterance
1; however, the number of utterance 2 is the largest
compared to other nationalities. On the other hand,
utterance 3 is extremely low for Americans, For the
Japanese, we identified that the namber of utterance
3 are the largest compared to others. This implies
that the Japanese participants constantly explored the
same opinion interactively. It would appear that the
Japanese tend to say if they agree or disagree after
listening to other participants. For the South Korean
participants, utterances 1 and 4 account for 80% of
all discussions. Thus, South Korean participants are
thought to have a less tendency to interact while in a
discussion.

5 DISCUSSION

We noted some differences and similarities in the re-
sults of the protocol analysis. The Japanese had a high
propensity for listening carefully to other participants’
poinis of view. Moreover, the Japanese participants re-
sponded to others’ opinions and respected their point
of view. On the other hand, South Korean partici-

109



Proceedings of the International Conference on Compuler Science, Computer Engineering, and Education Technologies, Kuala Lumpur, Malaysia, 2014

Table 2: Number of state and mention type for every participant

Participant A B C D | Total 1 2 3 4 | Total
American 1 10 0 0 4 14 3 1 1 1 6
American 2 12 0 0 4 16 3 1 0 4 8
American 3 23 1 1 4 29 4 6 0 7 17
American 4 25 0 2 4 3 8 6 0 5 19
Total 70 1 3 16 90 18 14 1 17 50
Japanese | 30 2 0 2 34 11 4 4 6 25
Japanese 2 28 3 0 4 35 9 4 5 2 20
Japanese 3 27 0 0 5 32 7 4 7 4 22
Japanese 4 29 1 0 5 35 13 2 4 4 23
Japanese 5 10 0 0 3 13 4 2 0 1 7
Japanese 6 12 0 0 3 15 5 1 1 2 9
Total 136 6 0 22 164 49 17 21 19 106
South Korean 1 33 0 0 5 38 13 1 3 11 28
South Korean 2 29 0 0 5 24 11 3 4 6 24
South Korean 3 12 0 0 3 15 5 1 0 3 9
South Korean 4 14 0 0 3 17 8 1 1 1 11
South Korean 5 24 0 0 5 20 9 1 2 7 19
South Korean 6 28 0 2 5 33 7 4 1 0 21
Total 140 0 2 26 168 53 11 11 37 112
I: Receive question
O Mendon 00iNoN 1 ¢ s needs fo explanation
I Agree/Disagiee O: Mentlan opinion

O: Mention opinion

Start
: Tapic direction frem F{A: Informatlon

o I Recieve answer to a question

I: Direction from F to rematk
@ Mention opinion

[:impossible to understand
0: Request explanation

American

Japanese

South Korean

Figure 7: Transition diagram: original, Japanese, American, and South Korean

pants tended to push their opinions more strongly to
convince other participants. Further, the Americans
tended to argue strongly for their own opinions. How-
ever, although they considered other opinions, they
tended to disagree with them.
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In MT-mediated communication, it is necessary to
consider mistranslations. We found a discussion on
mistranslation in state C(Waiting for explanation) in
the experiment with Japanese and South Korean par-
ticipants. A facilitator noticed a particular miscommu-
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nication between a South Korean and Japanese pair.
This facilitator asked the Japanese participant to write
in a more understandable manner for the South Korean
participant. The South Korean participant understood
the message and answered as per the requirement of
the Japanese participant. Thus, this helped in over-
coming the mistranslation. Therefore, we identified
the possibility that third-party support can overcome
mistranslations.

We conducted a questionnaire about the amount
of mistranslation (scale of one to ten) and commu-
nication (five levels: Communicated very smoothly,
Communicated satisfactorily, Communicated some-
how, Communicated with difficulty, Could not com-
municate.). According to results of the questionnaire,
most participants felt that mistranslation accounted for
21% to 30% of the messages. However, most par-
ticipants answered “communicated satisfactorily” and
“communicated somewhat.” Moreover, the “Could
not communicate” option was not selected by any par-
ticipant, In this study, we could not identify the disso-
nance caused by mistranslation.

6 RELATED WORKS

Since global businesses and organizations increas-
ingly bring people together from around the world
to solve common problems [13][14]{15], challenges
due to linguistic differences occur. Similarly, in the
educational context, problems arise from differences
in communication styles, relationship norms, nego-
tiation strategies, and methods of dealing with con-
flict [16). To solve these problems, the case method
was conducted in various educational institutions. The
case method was developed in the early 20th century
by the Harvard Business School in the United States
[8]. Case materials used in MBA programs are mainly
written in English, and therefore, it is difficult for stu-
dents who are non-native English speakers to read and
participate in case discussions. Therefore, participants
are limited to those who can speak fluent English.
There are many business students who attend case dis-
cussions using OpenCourseWare even if they cannot
speak English.

Recently, the Massive Open Online Course
(MOOC)[17] is receiving significant attention. A
MOOC is an online course with the option of free and
open registration, a publicity-shared curriculum, and
open-ended outcomes. A MOOC facilitates the partic-
ipation of an acknowledged expert in a field of study,
and a collection of freely accessible online resources.
In addition, it builds on the active engagement of sev-
eral hundred to several thousand “students” who self-
organize their participation according to their learning
goals, prior knowledge and skills, and common inter-
ests. In general, an MOOQOC has no fees, no prereg-
uisites other than Internet access and interest, no pre-
defined expectations for participation, and ne formal
accreditation.

ISBN: 978-1-941968-02-4 ©2014 SDIWC

This paper aims to extract agent-based models for
students with diverse values and cultural differences.
The agent-based models will be available for the case
discussion class on the MOOC.,

7 CONCLUSION

In this study, we proposed a procedure of extracting
agent-based models considering cultural factors, and
we extracted agent-based models from actual commu-
nication logs by following the proposed process. We
conducted a small experiment for three nationalities in
this study. On conducting participatory experimenta-
tion, we found that the utterance behavior model in a
chat discussion can be distilled into a state transition
diagram. However, we believe that it is possible to
create a player agent that behaves more specific to a
particular country. Therefore, we need to extract new
characteristics and differences more finely by increas-
ing the number of participants and nationalities.

As our future work, we plan to implement the ex-
tracted agent-based models as agents, and conduct ex-
periment by the application of conversation systems
using the text corpus.
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ABSTRACT

Query optimization is one of the essential problems

in cenfralized and distributed database, The data
allocation to different sites is proposed in a
distributed DMS(Database Management System)
before a query in order to decrease, the next
communicative costs namely an optimized bed
production which is of ‘NP’ issues. In this article, it
was attempted to examine both the methods to
allocate data and produce optimized design in a
distributed system and the space to query for query
optimization in the distributed enviromment and
show the need concerning optimization method in
view of different aspects of optimization process.
We install a new method for optimization in
distributed database environment which indicates
somehow our simple optimization design is
executed relatively well until the database design is
physical

KEYWORDS

Query Optimization, Distributed Database,
Allocation, SQL

1 INTRODUCTION

In recent years the distributed database are used
increasingly due to development concerning
computer networks and database technology[1].
Distributed database system is dispersed
physically but is centralized logically and is a
composite of computer networks and database
system;  generally  distributed  database
technology is the center of different researches
such as general Integration design, data
exchange and query processing and
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optimization; the query optimization returns o
the early distributed systems and recently many

researches executed in relation to different
potentials of data sources combination and
costs model[2]. However, query optimization
presents features in a developed distributed
environment which changes considerably trade
offs in the optimization process. The distributed
query processors should take into consideration
three essential principles to process and
optimize users’ query:

Necessary query processing: Processing query
is the process to translate a query in a high level
language such as SQL to a lower level
language. It is possible to access the data and
calculate in different sites in a distributed
system in big scale so one of the essential goals
of the distributed database systems
development is to take into consideration some
part of a query design in a distributed method to
increase efficiency[3].

Necessary costs factors: Considering the tables
are in the same place of a centralized database
management system the query costs are
measured on the base of a one-dimensional
factor but in a distributed database it is
necessary to control the costs logically by a
database by dividing them in different
dimensions; usually the response time and
computation precision and accuracy are main
factors to compute the query costs.

Necessary costs estimation: Considering the
tables are among different sites in the
distributed systems one of the main goals of
distributed systems is to estimate the
communicative cost among the sites; of course,
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a centralized optimizer may not estimate
accurately the operations’ costs in many
independent sites. In first section of this article
we describe the query optimization and
examine essential steps to optimize query in
distributed databanks. In the second one we
describe optimization architecture and define
the problem and in the third one we describe
how allocate the data to different sites and
methods installing to produce the optimize
design and in the following section we examine
the proposed method to optimize query and
finally we propose essential points for future
researches.

2 DEFINING ARCHITECTURE AND
RELATED PROBLEM

The most related sections of the system to
optimize query are the proposers in independent
sites and query optimizer among the devices
(Figure). As the query optimizer may use a
variety of optimization, algorithm in a
centralized database system it is necessary to
estimate the cost by essential sources or the
fabricated proposers in a  heterogeneous
database system. The optimizer and relation
proposers use two mechanisms:

1 —RFP (Request for proposition) where the
optimizer uses one operation.

2 — Proposition by the proposers who estimate
the cost (Figure 1).

Application Layer

SOL Query/
Optinization Goal

Middleware
Layer

Locual
Execntor

Execntor Execntor

Figure 1. System architecture
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3 THE DISTRIBUTED QUERY
OPTIMIZATION PROBLEM

The most important issue is related to
communicative cost among different sites in the
distributed databanks. Contrary to centralized
databanks the most important cost is related to
time and the memory necessary to execute a
query. The distributed query optimization
problem is to find an execution design special
to the user’s query to achieve the goal proposed
by the user; such goal may be a function
formed by many variables such as response
time, total execution cost and data accuracy; for
simplicity we focus on two of them: execution
time and total execution cost. The optimization
issue may be proposed in two general phases in
distributed databanks and each one may be
examined separately; this section includes the
data allocation in different sites to decrease
communicative costs or minimize the
exchanges in a distributed system and second
section is related to produce executive
optimized design for a query[4]. A query with
link tendency formed of some links may be
executed in different designs which. has
different executive cost but the same result; in
continuation we try to describe in detail the two
sections

3.1 Data allocation

The most important cost in the executive
requests in a distributed database system is the
cost for the cost of the data transfer achieved by
a request from different site to a site where the
request is executed. The data allocation is to
define a measure from the frameworks in other
sites to decrease total costs appeared during the
execution of a collection of the requests.
Having executed this method the time mean to
execute the request which is very important in a
usual distributed group and multimedia
database system decreases; however, the
problem related to NP data allocation method
continues. The execution cost related to the
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request depends on the request and data
situation. In view of specialty the data situation
in a request defines the amount of the data
transfer in processing the request so when
someone encounters the data allocation it had
better he (she) improves the data. Having
defined the collection of the requests achieved
from the pieces of the data the pieces are
allocated to the sites from the database to
decrease the total cost of the data transfer for
processing requests. The methods proposed in
the field are described. It should be noted that a
general form for databank, the method to
allocate data and some limits are taken into
consideration in some algorithms and some
algorithms are stated, but we consider their
general state in which the tables of a bank may
be divided between several sites. Perhaps there
are some copies of a table in several sites or
each site may include only one table; with such
presupposition we deal with proposed
algorithms.

3.1.1 Genetic algorithm

This method select a primary group from
division possibilities and enters into genetic
cycle as chromosomes shown in an array frame
as following algorithm[5]:

(1) Initialize population. Each
individual of the

population is a concatenation of the
binary

representations of the initial random
allocation of

each data fragment.

(2) Evaluate population.

{3) no of generation = (¢

(4) WHILE no of gensration < MAX
GENERATION DO

(5) Select individuals for next
population.

{6) Perform crossover and mutation for
the selected

individuals.

(7Y BEvaluate population.

{8) no of generation ++;

(9) ENDWHILE
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(10) Determine final allocation by
selecting the fittest

individual, If the final allocation is
not feasible, then

consider each over-allocated site to
migrate the data

fragments to other sites so that the
increase in cost is

the minimum.

Figure 2. Genetic algorithm
3.1.2 Algorithm to query randomly beside

Main principle in a side searching method is to
create a primary solution with medial quality;
then based on neighbor defined before it selects
a rapid solution in the searching space and tests
if it is a better solution or not. If the new
solution is better, it accepts its method and
begin fo query in new neighbor space;
otherwise, it selects another solution. The
method stop querying after some social steps or
the solution stops after passing some stable
steps. The quality of querying solution in
neighbor space depends on creating neighbor
solution; this method is defined to allocate the
data as follows:

(1) Use Divisive-Clustering [19] to
find an initial

allocation Initial Alloc;

(2) Best Alloc = Initial Alloc;

(3) New Alloc = Best Alloc; iteration
= 0;

REPEAT

(4) searchstep = 0; counter = 0;
REPEAT

{5) Randomly select two sites from New
Allcc;

(6) Randomly select twec data fragments
from each

site;

(7) Exchange the two data fragments;
(8) IF cost is reduced THEN

adopt the exchange and set counter to
0;

ELSE otherwise undo it and increment
counter;

UNTIL ++searchstep >
counter >

MARGIN;

MAXSTEP CR
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(¢) IF cost(New Alloc}) < cost(Best
Alloc) THEN

Best Alloc = New Alloc;

{10} Randomly exchange two data
fragments from

two randomly selected distinct

sites from New Alloc; /* Probabilistic
jump */

UNTIL iteration > MAXITERATION:

Figure 3. Algorithm querying randomly in neighborhood

3.2 Producing design to execute optimally
and related works

In this section we examine the methods
producing optimal design to execute a query.
The methods producing an optimal design are
sorted in two groups based on cost and rule; in
the method based on rule essentially the
findings are considered from a design in the
best link graph and there is no space for a
vaster space so this method is rapid and mostly
there is no other better one and the algorithms
find a better design after one execution. In the
method based on cost the base is to apply
statistic relation in the estimations and costs; it
has query space and uses competency methods
for query and finds the best design for little
relations and there is no possibility to find
design for many relations

3.2.1 Link graph

The query optimization methods are based on
that if each database may be considered as a
link graph in a way that each node shows a
table and each edge shows the relation between
the tables, both groups of the algorithms
operate by virtue of the link graph(Figure 2)[6].
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Figure 4. Joint graph.

Algorithms based on rule are the methods with
low fiexibility and often low efficiency and
mostly no optimal design is achieved, but
considering they select a design as an optimal
design in one execution they are rapid. For
instance, we may mention Prim and Kruskal
algorithms; these methods are executable only
for little databases with limited capacity and
practically are not very efficient. In the
algorithms based on cost the statistical relations
and data in the system catalog are used to
estimate costs, etc. And the query space is
exponential and competency methods are used
for query. The algorithms based on cost are
sorted in two definitive and non-definitive
groups. In the former algorithm is only a
comprehensive and dynamic one and may not
reply the great questions, but the non-definitive
ones query for a graph whose nodes are
alternative executive designs and may be used
to reply the question; each node has a cost and
the algorithm is to find a node with its least
costs[7].

3.2.2 Dynamic programming algorithm

The advantage of this algorithm is to create the
best possible design, but its time complexity is
multi-phrases and its space complexity is not
appropriate to complicated queries; specially in
a distributive system the dynamic programming
complexity is expensive for many queries[8];
one of the developed states of the dynamic
programming algorithm is repetitive dynamic
programming creating designs as good as
dynamic programming algorithm for and
complicated simple queries not available in the
dynamic programming. Dynamic programming
algorithm is shown for query optimization in
algorithm No. 3 operating from down to up and
creates more complicated design substructures
by simpler ones.

INPUTS rels “List of relations to be
joined”
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CUTPUT pt “Processing Tree”
partialsoiutions := {All scans for all
attributes

involved)“Remove all elements from
partialsolutions

with equivalent, lower-cost
alternative”

FOR i := 2 .. |rels|

FOR all pt in partialsolutions

FOR all R in rels such that R not in
pt = pt = R

END

END

“Remove all elements from
partialsolutions with

equivalent, lower-ceost alternative”
END

RETURN “Arbitrary element from
partialsolutions”

Figure 5, Algorithm dynamic programming

3.2.3 Composite evolution optimization
algorithm

Composite evolution optimization algorithm is
created and used by composing genetic
algorithm, learner’s automata ,composing gene
and chromosome concepts. The important
property of composite evolution algorithm is its
resistance against replies’ superficial changes.
Auto-restoration, reproduction, fine and reward
are the composite algorithm features. Contrary
to classic genetic algorithms the binary coding
or natural overlay exposition are not used in the
composite evolution algorithm. Composite
evolution algorithm has higher efficiency than
the genetic one.

Function query optimization (query)
Create the initial population CM1..
CMn;

EvalFitness();

While (Not (Stop Condition)) de
NewCMl = CM with minimum Value of
Cost;

For i = 1 to n do

Select CM1; Select CMZ;

If (Random > PC) then

Crossover (CM1l, CMZ2);

End If

If (Random > PM) then Mutation (CM1);
Mutaticon (CM2);
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End If
NewCMi+1l = CMI1;
NewCMi+Z2 = CM2;
i=i+2;

End For

Fer 1 = Q to n do

CMi = NewCMi;

For i=1 to 4

u = Random *n;

If (costu(CM.LAl)<MeanCost) then
Reward (CM.LAL , u )

Else Penalize(CM.LAL , u );
End If

End For

End For

EvalFitness():

Figure 6. Compositive evolution algorithm

4 HOW TO OPTIMIZE THE PROPOSED
QUERY

The suppositions to discuss about algorithm
and optimization technique proposed in this
article are as follows:

Precise statistics: We suppose that there are
precise statistics about cardinality and choice;
such data may are collected from the standard
protocols with permission to query from host
database.

Relation costs: We suppose the relation costs
are almost stable during optimization and query
execution and the optimizer may meet the
sustained relation costs in data transfer between
two related sites.

There is no tube line throughout sites: We
suppose that there is no tube line among the
query operators throughout the sites; generally
we divide all optimization algorithms in three
steps:

1 — Selecting designs’ substructures meeting the
cost and preparation of the requests for
proposals.

2 — Sending the message for the proposers of
the request cost.

3 — Estimating costs for the designs and
designs’® substructures; if possible, to decide
how to execute the design for query and if
necessary, repeating the steps 2 and 3.
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It is clear that we should try to minimize the
number of the steps 2 and 3. Considering step 2
includes relation with some expense our
proposed algorithim has tried to minimize the
restoration from a great collection of data. Our
proposed algorithm searches for all probable
designs for query by using ‘Up to down’
method and optimal rule in the least time,
However, algorithm finishes the work on due
time and guarantees to find the optimal design
for query execution,it is possible to divide the
proposed algorithm in four steps as follows:
Step 1: Catalog of all joints and possible
multiple joints which may be defined as a basic
relation and an intermediate relation without
production Cartesian multiplication.

Step 2: Creating a proposal request for the
joints and estimating step 1 to scan basic tables.
Step 3: The request cots from the proposers for
the joint and scan operation. If the entrance
relations are the intermediate tables, only the
single joint costs is requested for each joint
with supposing the entrance costs had been
estimated before.

Step 4: Estimating the designs’ costs and
related substructures as return by dynamic
programming and finding optimal design for
query.

Suppose the bank with relations designs as
follows:

Branch (branch name,branch city,assets).
Client (customer_name,customer_street,
customer_city ).

Loan (loan_number,branch_name,amount).
Customer {customer_name,loan_number)
Account (account_number, branch_name,
balance).

Deposit (customer_name,account_number).

We may distribute tables among three sites:

Site 1: Branch.

Site 2: Customer, customer, deposit.

Site 3: Loan, account (Figure 7).

Central data lexicon includes data related to the
tables in the sites and defined designs for the

tables. Now suppose following query:
SELECT customer_name, loan_number,
amount
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FROM borrower , loan

WHERE borrower.loan_ number =
Loan.loan_ number

AND branch _name = ‘Perryridge’ and
amount > 1200;

SELECT Customer_name,

boryowerfoan_sinber, amonnt FROM borrower. loant
WHERE berrower.doan_nmber=Loan.loan_manber
AND branch nimne=’perryridge’and amomnt=1200;

{

C“I fiddle Layer

Lo 1 .

Site 1 Sife 2 Site 3
Branch Custemer, Loan
Borrower, account
depositor

Figure 7. Proposed database

Step 1: In this step the catalog refers to central
lexicon to define the sites for special query and
creates ‘N’ SubSelects, SubWheres and
fubForms in which there are ‘N’ sites; then
Selectltems enter in  SubSelect(n) and
Formltems from the distributed sites in
SubForms (n) (Figure 8).

RI R2

SELECT Customer_nanie, SELECT
horrover. loan_nuniber Custonter_naine,
FROM barrower borrower.loan nsmber

I} )

Site 2 Site 3

Restit sef 2

Result set 1

Figure 8. Step 1

Step 2: In this step we select each item from
Whereltem list. If related element belongs to
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that site completely, the element relates to
SubWhere and if related element does not
belong to a site completely, the element is
located in final new list of Where (Element
analysis related to the operation), then it
searches the tables features one by one and
finds the sites containing the features and if it
does not include the features, the related
SubSelect includes them. This step is one of the
key steps in this algorithm; the example may
describe it for us better(Figure 9).

Resulf Result
set 1 set 2
Site 2 Site 3

! !

Clustomer. borrow Loan.account

Figure 9. Step 2

Step 3: In this step we produce a SubQuery
from SubSelect, SubWhere and SunForm lists.
FinalSelect = SelectlItems

FinalFrom = {R1,RZ....,Rn}

Where:

n = Number of the sites.

Rn = The result of the collection achieved from

(3-8

n’; in this step we create query from
FinalFrom, FinalSelect and Final Where lists.

Design execution:

SUBQUERY [1] =NIL

SUBQUERY [2] :

SELECT

CUSTOMER NAME, B.LOAN NUMBER
FROM BORROWER ;

SUBQUERY [3] :

SELECT AMOUNT, L.LOAN NUMBER
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FROM LOAN
WHERE BRANCH NAME = ‘PERRYRIDGE’
AND AMOUNT>1200 ;

FINALQUERY :

SELECT

CUSTOMER NAME, B.LOAN NUMBER ,
AMOUNT

FROM R2, R3

WHERE

B.LOAN_ NUMBER = LOAN.LOAN NUMBER

Where:

R2 and R1 are the result from related parallel
sites and final query in the middle layer,
respectively(Figure 10).

SELECT Customer_naine,

borrower. loan_manber. amount FROM
borrawer. loan

IVHERE

borrower. loan_mumber=Loan. loan_nwmber
AND branch_name="perryridge’and

amonnt>1200;
}
Compnte RI X R2

Result Resnult
set 1 sef 2

Figure 10. Design execution

Step 4. It includes queries substructure
execution in related parallel sites and final
query in the middle layer.

5 COMPARISON and CONCLUSION

Query optimization in distributed databank are
examined from the views allocating data and
producing optimal execution design, but
considering both discussions are of NP there is
no definitive reply for them; meanwhile, none
of the presented algorithms produce optimal
reply for all problems and have favorable
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results only for some problems with special
features; for example, the techniques querying
for dynamic programming are appropriate to a
little amount of queries, but such methods are
not appropriate when the number of the
relations in the query increases because high
memory and process are used. The query
optimization method for the query is very
useful to distributed database systems. The
optimizer should consult with the sources of the
data involved in finding the operation cost to
estimate the optimization process cost. In view
of the cost concerning executive designs and
number of the defined joints the proposed
algorithm gives better results than composite
evolution  algorithm. The algorithms
comparison indicates the proposed algorithm is
better than the composite evolution algorithm.
Having used this algorithm it is possible to
achieve the reply more rapidly and prevent to
trap algorithm in local minimums; so it can be
said that the proposed algorithm is a more
appropriate method to solve the problems of
distributed database queries. The mentioned
optimization process indicates in many cases
specially when our database design is physical
the query optimizer algorithm works well, but if
we have not such data, we should use more
aggressive optimization techniques
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ABSTRACT

People of different races are characterized by the
language they speak. They can identify voices of
someone’s race just by listening and talking through
conversation. This paper presents an efficient
comparison of machine learning algorithin based on
Filipino-Vietnamese speeches for tone classification
using feature parameter. The system was (rained
using audio recorded speeches samples. Datasets
were taken from multiple sessions involving 10
respondents; 5 (five) of which are Filipinos and 5
(five) Vietnamese. The respondents were asked to
read the paragraphs and record their voices while
reading the data. The empirical test shows that
during the pre-processing of data records,
Vietnamese have longer range of duration as
compared to Filipinos because of their manners in
reading and intensity on accent-bearing syllables. In
constructing the speech recognition model, four
classification algorithms were used, namely: KNN
(K-Nearest Neighbour), Naive-Bayes, SMO
(Support Vector Machine) and MLP (Multilayer
Perceptron). The evaluation of the training set in
terms of accuracy, correctly classified instances and
incorrectly classified instances are evaluated by the
performance of the developed system. As the data
cstablished, the results show that SMO and MLP
performed better for all the given datasets, with
accuracy rates ranging from 99.2694% for MLP and
08.7179% for SMO. However, KNN algorithm
turned out to have the lowest rate of 96.3882%.

KEY WORKS
Machine Leaming Algorithm, Audio Features

Parameters, Speech  Recognition, Pattern
Recognition, Classification Algorithms.
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IINTRODUCTION

People have various races with unique
languages and just by listening to someone’s
conversation, they can easily identify as to what
racial group they belong to. The tone has
conventionally been used to refer to those
languages which use the feature of pitch to
distinguish between lexical or grammatical
meaning that is, to distinguish or to inflect
words [1]. The two principle schemes for
marking a tone are tonal and non-tonal
languages. Conventional wisdom in automatic
speech recognition asserts that pitch information
is not helpful in building speech recognizers for
non-tonal languages and contributes only
modestly to performance in speech recognizers
for tonal languages. To maintain consistency
between different systems, pitches therefore are
often ignored, trading the slight performance
benefits for greater system uniformity or
simplicity [2]. The models of tone deliver
consistent performance improvements for tonal
languages and even modest improvements for
non-tonal languages. Using neural networks for
feature integration and fusion, these models
achieve significant gains throughout, and
provide system uniformity and standardization
across all languages, both tonal and non-tonal.
The combination of multiple features for the
recognition of multiple languages with different
characteristics uses deep neural network [2].

Vietnamese is an Austro-Asiatic language
spoken by about 82 million people mainly in
Vietnam. There are also Vietnamese speakers in
USA, China, Cambodia, France, Australia,
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Laos, Canada and a number of other countries.
Vietnamese has been the official language of
Vietnam. It was originally written with a
Siniform (Chinese-like) script known as Chii-
ném(7EME) or Noém (). Most Vietnamese
literature was essentially Chinese in structure
and vocabulary and cventually developed a
more Vietnamese style, but was still full of
Chinese loan words. The script is still studied
and taught by some university particularly in
Hanoi, which has recently published a
dictionary of all the Nom characters [3]. Roman
Catholic missionaries introduced a Latin-based
orthography for Vietnamese during the 17th
century, Qudc Ngir (national language) which is
used until today. All morphemes which are
monosyllabic compounds are joined with
hyphens. The tone marks are regularly used in
all writing. The six tones are indicated with the
following diacritics: level (unmarked), high
rising (acute), low-falling (grave), low rising or
dipping-rising (superscript dot less question
mark}, high rising broken/gluttonized (tilde) and
low-constricted/gluttonized (subscript dot) [4].

On the contrary, Tagalog is a non-tonal
language with a relatively small number
of phonemes. The sounds make a difference in
word meaning. Tagalog has five (5) vowel
phonemes; there is a contrast between short and
long vowels in non-final {5]. Because the field
of phonology studies sound patterns of
languages, corpus-based phonology typically
relies on audio corpora. The Tagalog language
(Austronesia, Philippines) exhibits several
morph phonological phenomena that are
reflected in its spelling [6]. All of these
phenomena involve some variations, which
make them ideal for text-corpus study: only
with large amounts of data can we investigate
the distribution of the variants and search for the
factors that condition the variation [6]. Zuraw
(2006) presented one case study on Tagalog
tapping, of phonological research using a
written, web-derived corpus. Several aspects of
the investigation depended crucially on the web
as corpus method. Because of economic
constraints, the only realistic way to assemble a
large corpus of language like Tagalog is
currently by taking text from the web. And only
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a large corpus makes it possible to ask questions
such as “how does the frequency ratio of a
derived word to its base affect the application of
a phonological rule?” The two different patterns
of variation polarized in the stem+prefix case,
continuous in the word+enclitic case would
have been very difficult to discover without
corpus data. Tagalog corpus has already been
used to investigate in fixation in loans that begin
with consonant clusters. Novel method for tonal
and non tonal language classification using
prosodic information. Normalized feature
parameters that measure the speed and level of
pitch change are used to perform the
classification task. By measuring the pitch
changing speed and pitch changing level, this
novel system can be used to perform tonal and
non-tonal language [7]. Several researchers
analyse and evaluate the combination of
multiple features for the recognition of multiple
languages with different characteristics using
deep neural network. The Cantonese, Tagalog
and Vietnamese systems are trained using data
released within the JARPA Babel program [8].
Table 1 shows that adding tone features actually
results in small gains in these languages. In
Tagalog, the DBNF system with early
integration reduced the WER by 1.8% compared
to the baseline DBNF system. Even for the non-
Babel English system, a small improvement of
0.5% from 16.0% to 15.5% could be obtained
with this approach. In contrast to the tonal
languages, re-initializing the system with tonal
features did not result in any gain.

Table 1. Summary result obtained feature setups by
merging tonal and non-tonal features.

WER/ CER (%) ENG | TAG | CAN | VIE
Baseline 20.5% |69.0% |66.6% [68.9%
Best Baseline DBNF [ 16.0% [54.6% |52.8% |54.7%
Best Tonal DBNF 15.5% |52.8% 150.7% [51.7%
(rel)) over Baseline 24.4% [23.5% {23.9% [25.0%
over DBNF 3.1% | 33% | 4.0% |[5.5%

In this study, the recorded voices are used to
classify which algorithms are suitable for speech
recognition. Four classification algorithms were
used, namely KNN, Naive-Bayes, SMO and
MLP. The evaluation of training set in terms of
accuracy, correctly classified instances and
incorrectly classified instances evaluated the
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performance of the developed system.
Examining the data during pre-processing of
data records show that Vietnamese have longer
range of duration as compared to Filipino
because of the manners in reading and linguistic
form in which non-native characteristics are
reflected. Section 2 discusses the related works
in the field of speech recognition and language,
section 3 discusses the tools, section 4 the
research method, section 5 includes results and
discussion and section 6 conclusions and future
works.

2 RELATED WORKS

This section discusses the related works on
speech languages recognition that uses different
approaches. In linguistics, a phrase is a group of
words (or sometimes a single word) that forms a
constituent and so function as a single unit in the
syntax of a sentence. In previous works, the
study in [9] used two languages: English and
Vietnamese. Given a phrase pe in the source
language (English} and a phrase pv in the target
language (Vietnamese). They defined a phrase
pair p = ( pe;pv ) as a parallel phrase if the
source phrase pe and the target phrase pv are the
translation of each other, ie., there is no
additional (boundary) word in the target phrase
which cannot find the corresponding word in the
source phrase, and vice versa. Parallel phrases
(PPs) are important for some Natural Language
Processing (NLP) tasks such as machine
translation or cross language information
retrieval. This paper proposes a novel method to
extract parallel phrases from English-
Vietnamese parallel corpora. In this method,
they use predefined syntactic patterns and
phrase translation probabilities for determining
paralle]l phrases. The experiments were
conducted on English-Vietnamese parallel
corpora and have shown that the method
increases 79: 72% of F score for obtaining
parallel phrases in comparison with a baseline.
Index terms parallel phrase, parallel corpora,
syntactic  pattern, statistical measure,
constrained word alignment model [9]. Any
methods have been proposed for extracting PPs
from parallel or comparable corpora. Methods
can be classified into three main approaches:
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symbolic methods, statistical methods, and
hybrid methods. The first approach uses a
linguistic filter that depends on syntactic
patterns in statistical machine translation
systems; the quality of the translations is largely
dependent on the quality of parallel phrase pairs
extracted from bilingual corpora [10]. Actually,
there are only a few studies on this task related
to Vietnamese language. Nguyen [11] has
proposed a method to identify base noun
phrases correspondences from a pair of English-
Vietnamese bilingual sentences. He detects
anchor points of the base noun phrases in the
English sentence, and then performs alignment
relying on these anchor points. Different from
Nguyen’s study, this study focuses on extracting
PPs from English-Vietnamese bilingual corpora.
This will follow the third approach in which the
researcher combine predefined syntactic
patterns and phrase translation probabilities to
determine PPs. Note that previous studies used
syntactic patterns at two sides (both the source
sentence and the target sentence) to determine
PPs. Therefore, only a small quantity PPs was
extracted when matching corresponding PPs in
the parallel corpus. The method will overcome
this drawback. Firstly, it used a set of syntactic
patterns at one language to detect mono-phrases.
Secondly, determined the translation of a source
phrase by a constrained word alignment model
and finally, the PPs with a higher probability
more than a specific threshold will be extracted

[9].

Another study conversed with language
modeling techniques for speech recognition
[12]. In this study the use of smoothing
techniques are essential for n-gram-based
statistical language modelling, especially in
large vocabulary continuous speech recognition
(LVCSR) tasks. In this study several smoothing
algorithms for n-gram models in Filipino
LVCSR were investigated. The automatic
speech recognition system was developed using
the Janus Speech Recognition Toolkit (JRTk) of
Carnegie Mellon University and Karlsruhe
Institute of Technology. The language models
were generated using Stanford's language
modelling toolkit, SRILM. The data consisted of
approximately 60 hours of transcribed
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recordings of Filipino speech from several
domains spoken by 156 speakers. A total of 24
systems employing’ different language models
were fine-tuned and tested for improved
performance at a base metric. An instance of the
Kneser-Ney algorithm with Modified-at-end
counts applied to an n-gram of order 5
registered the highest word recognition accuracy
at 80.9% and 81.3% for the development and
gvaluation tests, respectively [12].

Another study was conducted by Natural-
sounding synthesized speech is the goal of
HMM-based Text-to-Speech systems. Besides
using context dependent tri-phone units from a
large corpus speech database, many prosody
features have been used in full-context labels to
improve naturalness of  HMM-based
Vietnamese synthesizer. In the prosodic
specification, tone, part-of-speech (POS) and
intonation information are considered not as
important as positional information. Context-
dependent information includes phoneme
sequence as well as prosodic information
because the naturalness of synthetic speech
highly depends on the prosody such as pause,
tone, intonation pattern, and segmental duration.
This paper intended to use decision tree
questions that use context dependent tones and
investigate the impact of POS and intonation
tagging on the naturalness of HMM-based
voice. Experimental results show that their
proposed method can improve naturalness of a
HMM-based Vietnamese TTS through objective
evaluation and MOS test [13].

Another paper presented used the development
of a closed captioning system for Filipino TV
news programs are discussed. A Filipino News
Corpus was built consisting of speech and text
data obtained from Filipino news videos.
Training and testing sets were generated and
from these, different trainings and decoding
parameters of Sphinx were evaluated. Using the
word error rate (WER) computation, the highest
average recognition accuracy achieved in
developing for the test set was 57.36% using flat
start context-dependent models and a language
model with absolute discounting applied. This
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study established the baseline accuracy for
future development of the system [14].

3 TOOLS USED

This paper used several tools to clean the audio
file and to extract the features. Audacity
software package was used to remove the
unwanted signal of an audio file. jAudio
software was used in feature extraction while
WEKA software package was used in
classifying and building a Filipino-Vietnamese
recorded voices. The following are the short
description of the tools used.

Figurel presents the tool used for extracting
features from audio files as well as for
iteratively developing and sharing new features.
jAudio extracted features can then be used in
many areas of music information retrieval
(MIR) research, often via processing with
machine leaming framework such as ACE.
There are a number of aspects of jAudio that
facilitate such iterative feature development.
Example, jAudio uses a modular plug-in
interface that avoids core code modification or
recompilation when new features are added.
One need only place a newly compiled feature
in a plug-in folder and add a reference to it in an
XML configuration file, which can refer to
remote URLs as well as local file paths.
Automated “met feature” extraction is another
benefit of jAudio. These are template-derived
features that can be extracted from one or more
other feature.

NI R TR T
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Figure 1. jAudio Extracting audio file
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The paper presented by McEnniset. al., 2005
discussed the use of Audacity software that
removes the unwanted signal or noise of the
audio file [15]. jAudio is a new framework for
feature extraction designed to eliminate the
duplication of effort in calculating feature from
an audio signal. It also provides a unique
method of handling multidimensional features
and new mechanism for dependency handling to
prevent duplicated calculations.

Format Factory is a free audio, video and photo
converter that supports a large range of formats
for encoding and ripping. This software can
convert either single files or entire folders from
one format to another hence; it can easily create
audio and video files that can play in different
devices [16]. In this study, format factory is
used to all recorded voices which convert mp4
files recorded to iPhone and convert to mp3 and
wayv files.
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Figure 2, Format factory converter

This study conducted by Rodriguez R.L and
Ilao, I.P. is entitled Filipino Emotion
Classification in Speech Signals based on Audio
Features and Transcribed Text. The Waikato
Environment for Knowledge Analysis (WEKA)
is being used as classifier algorithm to develop a
model of Filipino emotions particularly decision
tree, neural network, and support vector
machine algorithm implementation [17]. In this
paper, WEKA is used for classification
algorithms to compare the algorithms as
mentioned above for machine learning based on
Filipino-Vietnamese speech.
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4 RESEARCH METHOD
4.1 Experimental Setup

In this paper, all audio files are set and
conducted ten (10) selected individuals, five (5)
of which are Filipinos and five (5} Vietnamese.
Every respondent was asked to read and record
the paragraphs given. Five paragraphs were
included.

“Vietnamese students should pay more
attention to learning English. English can help
us to keep up with people in the worid."”

"Learning English is a lifetime work. You are
not allowed fo stop learning it.”

"To be good at English, please make use of
review of what you have learned.”

"Reading much can help you to listen better
while writing help to speak smoothly."

"Vietnamese people pay much attention to
reading and speaking, they do not spend enough
time learning listening and writing. It is one of

the weak point of Vietnamese people in learning
English.”

The audio files used in our study ranging from
6- 12 seconds consist of 50 audio files. The data
was collected and cut each phrases and labelled
the class F — Filipino and V for Vietnamese.
After gathering data, pre-processing were done
by using Audacity, extract features by jAudio
and classifier by WEKA.

4.2 Data Set

In this study dataset has 50 records for 5
Vietnamese and 5 Filipinos; each has 5 records
and used Iphone 5 to record the voices. As
shown in table 2 below, the data used jAudio to
extract features, the data generated with 36
features.

Table 2. Result Of Extracted Features

@relation jAudio

@ATTRIBUTE "Spectral Centroid0" NUMERIC

@ATTRIBUTE "Spectral Rolloff Point0" NUMERIC
@ATTRIBUTE "Spectral Flux0" NUMERIC

@ATTRIBUTE "Compactness0"' NUMERIC

@ATTRIBUTE "Spectral Variabilityd" NUMERIC

@ATTRIBUTE "Root Mean Sguarel” NUMERIC

@ATTRIBUTE "Fraction Of Low Energy Windows0" NUMERIC
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@ATTRIBUTE "Zero CrossingsD" NUMERIC

@ATTRIBUTE "Strongest BeatQ" NUMERIC

@ATTRIBUTE "Beat Sum0”" NUMERIC

@ATTRIBUTE "Strength OF Strongest 8eat0" NUMERIC
@ATTRIBUTE "LPCO" NUMERIC

@ATTRIBUTE "LPC1" NUMERIC

@ATTRIBUTE "LPC2" NUMERIC

@ATTRIBUTE "LPL3" NUMERIC

@ATTRIBUTE "LPC4" NUMERIC

@ATTRIBUTE "LPC5" NUMERIC

@ATTRIBUTE "LPCE" NUMERIC

@ATTRIBUTE "LPC7" NUMERIC

@ATTRIBUTE "LPC3" NUMERIC

@ATTRIBUTE "LPC9" NUMERIC

@ATTRIBUTE "Method of Moments0" NUMERIC

@ATTRIBUTE "Method of Moments1” NUMERIC

@ATTRIBUTE "Method of Moments2” NUMERIC

@ATTRIBUTE "Method of Moments3" NUMERIC

@ATTRIBUTE "Method of Moments4” NUMERIC

@ATTRIBUTE "Area Method of Moments of MFCCs0" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs1" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs2" NUMERIC
@ATTRIBUTE "Area Method of Maments of MECCs3" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs4" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs5" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs6" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs7" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCs8" NUMERIC
@ATTRIBUTE "Area Method of Moments of MFCCsS" NUMERIC

4.3 Machine
Extraction

Learning and  Feature

The study used iPhone to record audio clips and
Audacity to clean data. The original 50 audios
still have noises or unwanted sounds. The
hissing and humming sounds and clippings in
the speech waveform are factors that might
affect in the annotation of the respondents and
might yield to the low classification accuracy
result. Because of these unwanted sounds, the
50 audio files were analyzed using Audacity in
order to determine which part of the audio file
contains noise and to remove the unwanted
sounds [18]. The noise removal algorithm uses
Fourier analysis: it finds the spectrum of pure
tones that make up the background noise in the
quiet sound segment that are selected as
discussed in the Audacity wiki [19].

Figure 3. Audio Signal that contains noise
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Figure 4, Cleaned Audio File

4.4 Machine Learning And Classification

In this study, two different machine learning
classification algorithms from WEKA were
used namely: Naive Bayes Algorithm, KNN
Algorithm, and two functional classifier,
Multilayer Perceptron (MLP), SMO support
vector machine implementation and clustering
K-means algorithm in WEKA. The following
are the short description of the classifier used in
the study.

A Bayes classifier is a simple probabilistic
classifier based on applying Bayes' theorem
(from Bayesian statistics) with strong (naive}
independence assumptions [20]. A more
descriptive term for the underlying probability
model would be "independent feature model".

In simple terms, a naive Bayes classifier
assumes that the presence (or absence) of a
particular feature of a class is unrelated to the
presence (or absence) of any other feature. For
example, a fruit may be considered to be an
apple if it is red, round, and about 4" in
diameter [20]. Even if these features depend on
each other or upon the existence of the other
features, a naive Bayes classifier considers all
of these properties to independently contribute
to the probability that this fruit is an apple.

K nearest neighbours is a simple algorithm that
stores all available cases and classifies new
cases based on similarity measure (e.g.,
distance functions). KNN has been used in
statistical estimation and pattern recognition
already in the beginning of 1970’s as a non-
parametric technique [21].

A case is classified by a majority vote of its
neighbours, with the case being assigned to the
class most common amongst its K nearest
neighbours measured by a distance function. If
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K = 1, then the case is simply assigned to the classifier. These classification algorithms are
class of its nearest neighbour. WEKA implementation.

Multilayer Perceptron is an implementation of
Neural Networks algorithm in WEKA. This is
the most prominent type of neural network
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Figure 8. SVM Algorithm

Figures 5 to 8 present the performance of each
model using the 10-fold cross validation and
Table 3 present the performance of each model
using the 10-fold cross validation.

Table 3. Result of Classification

CLASSIFIER CCl 1C1 KAPPA
STATISTICS
KNN 96.3882% 3.6118% | 0.5277
NAIVE BAYES 96.6915% 3.3085% | 0.9339
SMO 98.717%% 1.2821% | 0.9743
MLP 99.2694% 0.7306% | 0.9854

The study is also considered as the performance
measure for the speech models: correctly
classified instances (CCI), and Kappa Statistics.
Based on the results shown from figures 5 to 8
and as summarized in table 3, all of these
algorithms got significant results. However
MLP  performs generally the highest
performance with 99.2694% correctly classified
instance with kappa statistics of 0.9854 and the
second is SMO (98.7179%, 0.9743). The lowest
is KNN Algorithm (96.3882%, 0.9277).
Generally speaking, all models can be used to
build a classifier model based on all the
algorithms with high result but spend time and
memory are SMO and MLP, KNN and Naive
Bayes were used in low results and slow
algorithms. The results further demonstrate that
all of the approaches used are good indicators
to detect nationality based on speech or tonal in
a conversational set-up.
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This study did not consider the balancing of the
dataset. As presented in the previous section of
this paper, the number of audio file is equal to
each category of nationality but the length of
the audio file is not the same, especially those
dataset that the respondents annotated (voice
and word/text). Balance dataset is necessary in
creating a model. The experiment set-up can be
further improved, where in all annotators can
listen individually to the audio file to avoid
distraction and being influenced by their peers.
We can generally say that the speech of
Vietnamese is longer than Filipino based on the
result.

6 CONCLUSIONS AND FUTURE WORK

This paper compares the speech of Filipino and
Vietnamese when speaking English. The result
shows that during the pre-processing of data
records, Vietnamese have [onger range of
duration as compared to Filipinos because of
their manners in reading and intensity on
accent-bearing syllables.

This paper successfully presents an efficient
comparison of machine learning algorithm
based on Filipino-Vietnamese speeches for tone
classification using feature parameter.

Consequently, the machine learning algorithms
used in this study demonstrate a higher
accuracy result for all dataset given. The result
of this study can be further analyzed to produce
good speech model that can be used in speech
recognition system. However, the study is still
simple with limited data and small area. The
researcher would like to expand this study in
other applications to indentify nationality base
on their speeches.
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ABSTRACT

Asia Siyaka is a leading tea broker which has about
15% market share and annually sells tea with the
worth of about 18 billion rupees. Tea brokers
auction tea on behalf of the factory owners, Many
factories buy tea from non-factory holding growers
but it takes time for green leaves to become cash at
the auction. Hence factories borrow money from
the brokers on behalf of future stock to be
auctioned to ensure seamless cash flow, The
brokers® main challenge is to estimate the stock
which will be sold in the future auctions before
granting advances. The current system uses
previous month’s realized auction average prices
of each factory to estimate the each factory’s stock.
This method is incorrect due to the variation of the
grade mix of factory wise production and the price
variation of tea grades with time without any
pattern. Therefore requirement exists to discover
an accurate method to estimate the tea stock. This
paper used imitial descriptive statistics which
helped to understand the data and the current
system. The paper also used more explorative
approach because of the complexity of the problem
and unclearness about the relationship of the data.
Therefore cluster analysis, which is an
unsupervised learning technique, was selected. The
analysis shows that comparison should be done
with the most recent auction data and also shows
that factory, grade and package weight are the only
visible attributes which can contribute to future
stock value calculations.

KEYWORDS
Tea Auction, Clustering, Tea stock value,
Estimation.

1 INTRODUCTION

‘Tea’ is an age old industry in Sri Lanka
generating considerable export revenue.
Majority of tea produced in Sri Lankan
factories are sold via Colombo tea auction to

ISBN: 978-1-941968-02-4 ©2014 SDIWC

their buyers for further processing, blending,
branding and exporting.

Tea growth in Sri Lanka has a diversified
distribution of estate holder statues from estate
holder companies to non-factory holding
growers. Average production process takes
five to six weeks making green leaves auction
ready. Therefore, factories tend to buy tea from
small scale growers ahead of production. Time
gaps between these purchases and auctions
tend to block cash flow for the factories,
requiring them to request advance money
usually in millions of Sri Lankan rupees from
the brokers based on a promised pending stock
to be delivered to the broker for the upcoming
tea auctions. It is inevitable for the brokers to
provide these advances so that the factories in
business with the broker get quality tea leaves
for production at the right time resulting in
better sales at the end of an auction. However,
it is also a tricky business for the brokers
themselves to issue advance money to a large
number of factory owners within a very short
period of time without being aware of the
auction value of teas that is promised by the
factories.

Main objective of this paper is to suggest a
method of estimating a promised stock value
within a limited time period. It analyses
Colombo tea auction price patterns for past
years in terms of weekly, monthly and
annually as majority of island’s tea production
is sold via the auction.

Dataset for analysis was extracted for the ‘low
grown’ elevation of teas which dominates the
Colombo auction displaying 59% of auctioned
production by year 2010 with respect to high



and medium elevations [1]. Also, low grown
are the teas grown between the sea level and
up to 600 meters. This geographical region of
the country consists of many non-factory
holding growers from whom medium sized
factories buy teas for production, hence are
frequent candidates of the loan advance
process.

This further analyses auction prices of selected
tea factories and tea grades. This analysis was
done up to the initial level of available data.
Thereafter, uses clustering technique in data
mining to analyse further into attribute level.

2 PROBLEM
Determining value of a tea stock is usually

done via a valuation process which consists of .

verifying tea samples for look and feel, smell
and even taste by experienced tea tasters.
However, providing a loan to the factories
cannot wait for the promised stock to be
evaluated. Therefore, tea brokers continuously
face the challenge of issuing quick intermittent
loans in millions of rupees to factories without
having to do a valuation.

Currently, tea brokers consider average prices
of past sales and total auctioned weight of teas
of the advance requested factories before
granting the loan. They look at average sales
of past week, past month and past 3 months in
deciding the loan value to be granted to
factory. These verifications display lack of
reasoning as in which averages and weights
should be picked to determine the loan
amounts. Also, this is more of an intuitive
decision making rather than a formal one.
Hence this process is vulnerable to human
error and needs identifying solid relationships
between attributes in order to determine which
ones can be taken into account during the loan
estimation process.

3 METHODOLOGY

Although data mining has already proved to be
successful in many business applications, little
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research has been done in applying data
mining techniques on Sri Lankan tea industry
data. An investigation of relationships among
factors such as production, export and auction
price of tea using Time Series and Cluster
analyses can be found in [2]. More researchers
have also focused on network clustering which
gather and analyze network data on an
unprecedented scale to extract knowledge
from networks such as social networks,
biological networks, etc., [3-5]. But no formal
study was found in estimating stock at Tea
Auctions. The current work used actual tea
auction data from 2000 to 2010 from six tea
factories which are maintaining regular
production patterns of 20 low grown tea
grades. The initial analysis was conducted
using time plots, stacked bar charts and cross
tabulations to explore the dataset for
relationships among production, price and
time [6].

Based on the finding at the initial analysis,
cluster analysis [7-12] was conducted to
explore and understand the trends at Tea
auctions in tea grades, package weights,
elevations and factories. WEKA tool was used
for the cluster analysis [13]. Clustering based
on classical K-Means algorithm and
SimpleKMeans clustering algorithm in
WEKA is used to discover the hidden
knowledge among these factors [14].

The major challenge of K-Mean clustering is
to find the most optimal number of clusters and
the ‘Elbow finding’ technique was used for the
purpose [15]. In this technique, the sum of
squared error is calculated for the different
values of k(number of clusters) and select k
value at the elbow as the optimized k as shown
in Figure 10.
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4 ANALYSIS

4.1 Low Grown Tea Auction Price
Patterns:

As the first step, national low grown
monthly and yearly auction prices and
production patterns from year 2000 to 2010
were analyzed in Figure 1. According to the
analysis there is no specific production’
pattern. But annual average price shows
continuous increase. Compared to the
increase from 2000 to 2006, the increase
from 2006 to 2009 is very much significant.
But monthly auction average prices shown
in Figure 2 does not show any particular
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Figure 2. Monthly Tea production &auction
average prices (2000 - 2010}

The percentage difference of monthly
average price to the annual average price is
calculated in Table 1 which shows the
effect of monthly average price to annual
average price. It shows that the contribution
of each month towards the annual average
price is not consistent throughout the year.
While some years shows positive
contribution, other years shows negative.
Therefore no consistent patterns for
monthly average price can be found her.

The similar analysis was done between
consecutive months. But as shown in
Figure 3, it also shows increments as well
as decrements. Therefore, no consistent

pattern. It increases as well as decreases. patterns for monthly average prices

The sharp decrement from August 2008 to between consecutive months can be

May 2009 is due to the global economic observed here too.

crisis [15].

Table 1. Percentage difference of monthly average price to its annual average price.

Year Jan Feb | Mar | Apr [ May | Jun | Jul | Aug | Sep | Oct Nov Dec
2000 491 60| 44| 361} 29| 71| 10| 05| 6.1 8.9 8.8 9.3
2001 6.1 6.7 0.5 -34] 34 61| 50| 55| -1.2 3.0 6.5 3.6
2002 0.9 7.5 8.1 [ 31 2.3 0.2 | 44| -0.2 3.3 3.7 2.6 1.2
2003 1.7] -83|-105| -9.1]| -0.6 26| 70| 59| 25 2.7 3.3 2.9
2004 129 -12.8 | -H0.0 | 9.0 B0 | -106 | 54| 34 6.4 16.5 18.2 20.3
2005 6.3 0.9 20| 1.0 -2.6 91| -8.0| -34| 2.8 5.8 33 3.3
2006 -2 30| 27135 59| 60| 43| 23| 38 7.4 7.6 13.3
2007 15.1 93| -5.0] -1.2 1.6 3.1 (12,2 12.7 | 15.7 264 24.3 29.2
2008 3.4 1.9 39| 26 7.6 | 137 163 6.3 3.0 217 | 338 | 325
2009 | -232 | 206} 70 26| 2.5 50| 103 | 81 151 6.0 -0.8 -1.5
2014 2.2 .4 6.6 | -1.3 0.8 -53 | 4.1 2.1 2.4 1.2 A 1.8
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2z % % T g g 5 % % % When the wunusual increments and
w0 T decrements that have happened due to
global economic crisis between August
0% - 2008 to May 2009 is ignored, Figure 5 and
Figure 6 show just about 5% maximum of
-10% weekly difference and monthly difference
oo From January To February respectively. This result too suggests that
change of the auction price with the time is

unpredictable. The most recent consecutive
auctions are the closest event that can affect
the price variance of tea. The results will be
more accurate if the system uses auction
averages of each factory of previous weeks.
However, the same factory can produce the
same mark of teas from different grade
combinations resulting in a drastic price
change from the previous auction.
Therefore, grade mix differences between
stocks sent to auctions can also have an
impact on the results.

Figure 3. Percentage variance of monthly auction
average price between months (2000 - 2010)

Usually there are four weekly auctions
conducted per month. Therefore monthly
auction average price is a combination of
four auction prices. To identify the changes
in monthly auction average price, the
weekly low grown auction average prices
are analyzed and shown in Figure 4.1t also
follows the same monthly pattern as in
Figure 2. There is no significant variation in
weekly pattern too compared to monthly
pattern. Therefore the relationships
between auction average prices of two
consecutive weeks were further analyzed.

As the weekly auction average price is
formed by a group of tea factory averages,
further analysis was conducted to see any
changes in weekly auction average price of
each factory separately. '
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4.2 Factory Wise Auction Averages:

Monthly factory auction averages from
January 2007 to December 2010 were
considered in this analysis. Factories that
are portrayed by the MF Codes here are

from factory to factory. Further it shows
that average auction prices even for a
particular month varies from factory to
factory.

Tea grade is the next factor that impacts on

some of the key low grown tea the factory average price. Therefore, further
manufactures during the time of the study. analysis was done per each grade
As can be seen in Figure 7, the amount of separately.
increments and decrements are different
5
X
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Figure 7. Factory wise monthly auction average price (Rs. /Kg.) — Year 2010
Table 2. Monthly auction quantity percentages by grade for year 2010 - MF1441
Grade JAN | FEB | MAR | APR | MAY [JUNE }JuLy | AUG | SEP | ocT | Nov | DEC
OPI 50 |79 |54 8.1 5.4 8.0 5.4 5.1 72 |87 |10 6.3
oP 61 |79 |95 0.1 |83 6.9 2.0 7.1 91 |65 |44 6.1
OPA 59 |73 |59 90 |94 74 9.4 6.7 7.9 |63 103 |68
BOP] 84 |55 |65 27 |48 5.1 43 5.4 35 |53 |48 7.2
PEK 190 | 214 | 176|198 [ 197 1189 |216 198 | 160 | 140 | 135 | 165
FBOPI 05 |02 |o9 18 |09 15 1.9 L3 18 [22 |37 2.4
FBOP 137 | 137 {158 |98 |136 | 133 1.9 1.1 124 | 132 | 115 | 142
FBOFFI 125 |19 1o |97 |12 10.0 13.2 120 [ 107 | 142 | 139 [93
FBOPF 38 |49 |26 10 |32 538 45 3.1 0.8 |24 |27 2.9
FBOPFS 25 |21 |08 26 | 24 2.5 2.1 3.0 16 |36 |33 2.5
FBOPFEXS 02 |02 |03 0. |03 0.3 04 03 0.5 |12 |32 0.1
BOP 47 |40 |50 42 |39 5.6 3.5 7.0 43 |25 |30 33
BOPF 05 |04 |00 00 |09 0.0 0.0 1.4 40 (00 |00 0.0
BOPFS 05 |os |14 00 |00 0.5 0.0 0.0 12 (47 |42 44
BOPI1A 07 |00 [o4 26 | 06 0.3 24 1.3 19 |15 L5 32
BM 21|22 |40 26 | 3.1 26 25 3.7 27 |27 |27 3.0
FGS 35 129 |39 47 |18 24 0.9 3.5 42 {22 |31 40
PEK] 81 |62 |74 72 |15 6.7 72 8.1 103 [88 |72 7.9
FGSI 21 o6 |17 4.1 1.8 1.5 0.0 0.0 00 |00 |00 0.0
FBOPFEXSPL |00 |00 | 0.1 00 |02 0.1 0.0 0.0 00 |00 |00 0.0
TOTAL 100 | 100 | 100 100 | 100 100 100 100|100 [ 100 | 100 | 100

ISBN: 978-1-941968-02-4 ©2014 SDIWC 5



4.3 Grade Wise Tea Auction Averages
For A Factory:

The analysis of monthly auction quantity
percentages by grade for a factory was
shown in Table 2 above. It shows monthly
auction quantity of a factory is formed by
different grades. Some grades such as PEK,
FBOP and FBOPF1 contribute high
percentages but some grades such as
FBOPFEXSP1 and FBOPFEXS contribute
low percentages. Grading depends on
phlucking and manufacturing processes of
the teas and is currently done on availability
and intuitive demands for each grade.
Therefore, monthly percentages of grade
mix vary without a pattern. The analysis
done for the auctioned prices shows the
same results too.

According to the above analyses shown in
Figure 7 and Table 2, there is no similarity
of quantities or prices between consecutive
months. Therefore there is no possibility
that the sold grade percentages of the last
month is similar to grade percentages of the
pending tea stock in quantity or prices. In
the current system the stock is estimated
based on the average auction prices of
previous week, month or three month. Due
to the variations in grade percentages of
current stock against sold stock the current
method is inaccurate.

The average auction prices of individual tea
grade of each factory was analyzed next.
Figure 8 shows the analysis of weekly
realized auction prices of tea grades, BOP1
and FBOP, at the auction during June 2010
to May 2011 for factory MF1441. These
prices are in vast ranges because of their
inherent quality.
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Figure 8. Weekly realize auction prices for each
invoice - Factory MF1441

As shown in Figure 9, the different prices
of the same grade of the same factory on the
same auction are possible. This results due
to the different auction conditions at
different times on the same day. Therefore,
the tea grades along also cannot be used as
a base for stock value estimation due to the
price variances in same grade in same
auctions.

27th Oct 2010 Tea Auction
Prices (Rs./Kg.) FBOP-MF1441
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16th Nov 2010 Tea Auction optimized number of clusters that should be
Prices (R]:&lg%;;TBOPFI- used in analysis was determined as shown
800 in Figure 10. As abrupt change occurs at

three, it is selected as the most suitable
number of clusters.

650 \
T
430 = l
T e pilai g t 600 _..!‘_
IN757 IN752 IN750 IN747 ; %
Invoice number = 550
]
g \
& 500
“6 “‘.ﬁn
23rd Mar 2011 Tea Auction B 450
Prices (Rs./Kg.) PEK-MF1441 =
400
ooy las) 123 4567 8 91011
;420 L
o 5 Number of clusters
IS T & (1 R Figure 10. Number of clusters vs. Sum of squared
§ coosse. error of FBOP of MF1172
INIISD INI146 IN490 IN525  IN499 X=Clusters | Y= Sale price/Kg
Invoice number MF1172B8 {0 MFLI72
590
Figure 9. Invoice vs tea auction price of grades of ‘
MF1441 in three auctions L "
» ,,t
. N A :e;: t oy
To identify the exact value of the tea REN "

invoice by invoice, a detail tasting session
has to be done. But, this is not practical for
stock estimation in loan granting process. )
Therefore, all these analysis suggest that " Lo P
the estimate should be done using the most

recent realized auction. But it is incorrect to

use realized auction average price of e L
previous auctions of factories to estimate , '
their stock because of the grade mix
difference between stock and sold tea,
Therefore, further analysis was conducted

TR

2800 "

to find out a pattern within data for the Chusterd Custer L Cluster2

different auction prices of a same grade of

the same factory on the same auction. Figure 11. Clusters of FBOP of MF1172 based on

WEKA tool was used for this analysis to price.

find the relationship between these

attributes. ‘ Figure 11 shows the result of clustered data
of FBOP grade of the factory MF1172

4.4 Grade Wise Tea Auction Averages against the price of tea. As clusters are

For A Factory Using WEKA: formed under two selling marks, MF1172B

and MF1172, it can be concluded that there

This analysis of grades by factory was isa relationship between the factory selling

conducted for the dataset of June 2010 to mark and the price of tea grade.

May 2011 selected from the original The Analysis of the same data with the

dataset. Using elbow finding technique, the package weight is shown in Figure 12. The
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instances with low packing weight (32 Kg
— 33Kg) were grouped into MF1172B
cluster and other instances with package
weight (38 Kg - 44Kg) into MF1172

clusters.
X= Clusters | Y=Package weight
MFII72B = MFI172. R
& Pl Ny
i E
i

37

IR

30
Clusterd Cluster: Cluster 2

Figure 12, Clusters of FBOP of MF1172 base on
package weight.

The analysis between package weight and
the auction price is emphasized in Figure 13
which shows the result of package weight
and Sale price of FBOP grade of the factory
MF1172, Therefore this proves instances
with low packing weights have low auction
prices and instances with high packing
weights have high prices.

The analysis in Figure 14 confirms this
relation. It analyses the auction prices
weekly between June 2010 and May 2011
by fixing grade, weight and factory selling
marks. It shows that the auction price varies
by only Rs. 100 for the entire period under
one package weight. In addition to this, the
price variance of a grade in between
consecutive auctions is very low for the
same package weight. The identified
relationship can be used to calculate
accurate stock value estimation.
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Figure 13. Clusters of Package weight vs. Sale
price of FBOP of MF1172.
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Figureld. Weekly realize auction prices for each
invoice for FBOPF1, MF1172, 50Kg, June 2010 to
May 2011.

5 PROPOSED METHOD

According to all the analysis done and
results given above, it is observed that there
is a relationship between the price of a tea
grade and its package weight. Even the tea
with the same grade can have different
package weights enforced by the Ceylon tea
board. It is also observed that the realized
prices for grades with same package weight
of a factory at the same auction are almost
equal. It is also found that the most recent
realized auction prices are more suitable for
the comparison of tea stock value.
Therefore these relationships can be used to
estimate the tea stock value.

As about three to four weeks will take to
sell a tea stock, there is a three to four weeks
gap between the last stock and actual

3



auction dates. This situation is applicable
when stock date occurs within first week of
the month. Worst case happen when stock
date occurs within the last week of the
month. Then the above gap will increase up
to about seven weeks. Meanwhile previous
month auction average is a combination of
the respective 4 weeks auctions. It is
recalled that this time gap also badly effects
to the current method which is another
drawback of the current system.

Combination of factory selling mark, grade
and package weight are the only visible data
attributes which represent the value of the
grade. Therefore, these attribute can be
used for the stock value estimation prior to
the tea tasting. In the proposed method,
when calculating stock value as at
particular date, the comparison should be
made between two set of invoices that are
under the same tea factory, same selling
mark, same grade and same package
weight. That means invoice by invoice, the
stock should be compared with the same
type of invoices with the most recent
completed auction. According to the
previous analysis the auction prices of tea
grades change with the time without any

Proceedings of the International Conference on Data Mining, Internet Computing, and Big Data, Kuala Lumpur, Malaysia, 2014

pattern. Therefore when doing the
comparison, the most recent auction prices
are to be selected. But there could be no
similar grades available for comparison due
to the differences in grade mix in each
auction for a particular factory. If so, then it
is compared with auction before the
previous auction. Use the same pattern till
the process finds available tea for
comparison with the completed auctions.

6 RESULTS

Table 3 presents the comparison of
estimated stock value by the current system
and the proposed system and also it
presents the actual realized value at the
auction.

All instances in Table 3 proves proposed
method is more accurate than the current
system. The differences between actual
stock value and the estimated stock value is
shown in Figure 15. Red line represents
difference with the current system and other
line represents the difference with the
proposed method.

Table 3. Estimated stock value for different dates

Factory - MF1172 Stock Value (Rs) Deviation from Actual
Current Proposed Current Proposed

Stock Date | Stock {Kg) | Actual Auction | Estimate Estimate Method Method
03Feb 2011 | 71,510 34,009,240 33,493,854 33,760,425 | -1.5% -0.7%
18Feb 2011 | 87,950 40,176,565 41,194,021 40,729,676 | 2.5% 1.4%
10Mar 2011 | 83,465 36,970,670 41,465,412 38,299,956 | 12.2% 3.6%
25Mar 2011 | 90,593 38,859,915 45,007,596 40,689,690 | 15.8% 4.7%
08Apr2011 | 92,676 40,300,965 42,623,546 41,119,517 | 5.8% 2.0%
12May 2011 | 79,135 33,302,535 35,374,136 34,220,017 | 6.2% 2.8%
27May 2011 | 96,031 41,748,395 42,926,817 41,750,254 | 2.8% 0.0%
15Jun 2011 | 67,803 29,025,540 28,661,684 29,048,671 | -1.3% 0.1%
24Jun 2011 | 78,978 32,562,515 31,605,929 32,398,338 | -2.9% -0.5%
05Aug 2011 | 87,947 33,968,120 34,636,485 33,921,966 | 2.0% -0.1%
30Aug 2011 | 69,421 29,399,345 31,467,151 29,924,936 | 7.0% 1.8%

ISBN: 978-1-941968-02-4 ©2014 SDIWC
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Figure 15. Stock date vs. value difference of actual
and estimated

7 Future Work

There are two types of data available related
to tea auction. One is data after completing
the tea auction. The other one is data about
three pending future auctions.

Most of the tea bought through the auction
{(more than 90%) is used to full fill export
orders. So there is a relationship between
the auction price and the pending export
orders. Buyer’s buying pattern in the
auction depends on his pending exports
orders. According to foreign client’s
requirement the buyer blends this tea and
does a value addition before export. If there
is a possibility to find pending export order
details from buyers, it can improve the
system further. But this data is not available
in public. This is available only with the
buyers. But the possibility of gathering
accurate data from the buyer is un-
predictable.

In addition to that the foreign currency rate
change in time to time can effect to the price
of tea. Therefore, the relationship between
the changing patterns of the foreign
currency and the rupee value can be used to
improve the system further.

8 CONCLUSION

The main goal of this project is to find a
solution- to estimate the tea stock value
using the data without tasting tea. At
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present the system uses auction average
prices of previous month of each factory to
estimate the factory stock. But after the
auction it shows a huge variance between
estimated price and realized price of the tea
stock.

During the analysis, it was found that (1)
the price of the tea varies from auction to
auction, factory to factory and grade to
grade, (2) the realized prices for grades with
same package weight of a same factory at
the same auction are almost equal and (3)
the most recent auction averages are more
suitable for the comparisons to estimate
future stocks.

When calculating stock value for particular
date, the proposed method compares two
set of invoices which are belonging to the
stock and the latest completed auction
under the same selling mark, grade and
package weight. Then the stock will be
valued based on the actual realized price of
the latest completed auction,

The broker’s systems and databases are
mainly focused and used for accounting
activities. Therefore the available data with
the broker is very limited for the research
purpose. This was a challenge to find and
organize current data for the analysis.
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ABSTRACT

An action rule is a rule extracted from a decision
table that describes the expected change in the
decision value of an object as a result of the changes
made to some of its condition values. We use it
primarily to recommend ways to improve the
current state of an object. e.g., improve a person's
health, student retention rate, or manufacturing
process. Various methods have been proposed to
automatically generate concise and effective action
rules. However, a practical problem not discussed in
the existing literature is the method for evaluating
an action rule specified by a user. This is an
important task because, in many cases, users (e.g.
the decision maker of an organization) have some
knowledge about specific actions they can take, and
need to know the performance of the action rule to
make a better decision. In this paper, we present a
taxonomy of the types of action rules submitted by a
user and a method for measuring the performance of
the rules.

KEYWORDS

Data Mining, Rough Set, Action Rule, Rule
Evaluation, Recommendation System.

1. Introduction

An action rule [1] is represented in the form of
if (t;=>13) then (d;= d;), where {; and 1, are the
antecedents and 4, and d, are the consequents
of two classification rules. The rule describes
the changes required in the antecedents in order
to achieve the desired change in the consequent.
The term action refers to (f/=t;) that is
understood as the act of changing one or more
attribute values (#/) of an object to £, We use an
action rule primarily to recommend ways to
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improve the current state of an object. i.e.,
improve a person's health, student retention
rate, or manufacturing process. An action rule
is usually built from a pair of classification
rules extracted from a decision system. To
illustrate the process, let us use a simple dataset
in Table 1. It contains the data about the exam
results of 20 students who used two types of
books to prepare for an exam. The classification
rules extracted from conventional data mining
techniques (e.g. association rule mining,
decision tree, Naive Bayes, and etc. [13]) are
the frequent or interesting pattern hidden in the
dataset. We use them to create an if-then type
rule. For example, the classification rules from
Table 1 would be if book; then bad or if book;
then good. That is, the students who used book;
did not do well on the test while the students
who used book; did well on the test.

Table 1. Test Result of Students

condition value decision value

Students Reference Book Test Result

1~ 10 f book; bad (\

11~ 20 % baolk; good C/

We go one step further to find out ways to
improve the student performance. The concept
behind the action rule is that some attribute
values of an object can be changed and
controlled. We compare the classification rules
to find out the attribute values that can be
changed. These possible changes are used to
generate an action rule that can help the
students perform better on the test. (e.g.
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Recommend students who used book; to change
it to book;).

We used a very simple example to illustrate the
use of an action rule. In practice, the action rule
mining task requires a more sophisticated
‘analysis because we cannot change some
attribute values (e.g. gender) or need to change
more than one attribute value.

A number of methods have been proposed for
generating action rules [11]. These methods put
emphasis on the automated discovery of the
action rules that the antecedent set is as sma/ll as
possible. The idea behind the ‘automated
discovery' is to generate action rules from the
most frequent pair of patterns, based on the
assumption that users are only interested in the
most significant rules. The 'small’ antecedent
set 1s motivated by the belief that a small
number of elements require less changes in the
objects, which would allow users to take an
action with less effort. Although these methods
are very useful, we have observed that users
(e.g. the decision maker of an organization)
have some knowledge about specific actions
they can take, and need to know the
performance of the action rule to make a better
decision. The action may not be the shortest or
the most significant action, but it is the one that
can be actually performed. The existing
algorithms are not designed to assess an action
rule specified by a user.

This paper focuses on the case where a user
provides some information about an action. We
present a taxonomy of the types of action rules
submitted by a user and a method for measuring
the performance of the rules. The performance
index proposed in this paper provides more
detailed information about an action.

2, Decision System and Action Rule

We will use the following notations. By an
information system S [12], we mean a triple
S=(X 4,V), where
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X = {x1, X2, ..., x;} Is a finite set of objects,
A ={ay, as, ..., aj} is a finite set of attributes,
V={a,(x,),a;(xz), ... .a,(x))} is set of their values

Table 2. A Decision (Information) System

condition decision
flexible stable
Object E F G D
X; e Ji 81 d,
X2 e Ji g d;
Xz e, i 3 d;
Xy e i fog] d
Xs € fi & d;
X e S & d
X7 €2 S &1 da
Xg 2; S g2 ds
Xy € 5 &2 o
X € S gi d;

For example, we have 10 objects, {x;, ... ,x0},
and 4 attributes, 4 = {E, F, G, D}, in Table 2.
The value of the attribute E in x; is e;, and it is
written as E(x;) = e;. An information system is
called a decision system if § = (X, 4c U Ap, V),
where A¢ is the set of condition attributes and
Ap is the distinguished attribute called the
decision. A decision system is a special kind of
an information system often used to extract
supervised classification rules. We assume that
Ac is further partitioned into stable attributes
and flexible attributes. An attribute is stable if
the values assigned to an object is not
modifiable. Otherwise, it becomes a flexible
attribute. A birth date is an example of a stable
attribute. An interest rate is a flexible attribute.
These attributes are denoted as,

A¢s = stable condition attribute
Acr = Aexible condition attribute

In Table 2, Ac = {E,F,G}, ACF= {E,F}, ACS=
{G}, and Ap = {D}. We define two sets of
attribute values denoted as ¢, and ¢, £, 1s a
subset of the values of Ac-r in x, and ¢, is the set
of attribute values that ¢, is converted to. ¢, and
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¢, should be the values of the same attribute set.
In other words,

tm = the source attribute values
t, = the target attribute values

For simplicity of presentation, we use a
decision system that has two decision values,
Ap={d,, d>}. The objects in § can be partitioned
into two groups based on the elements in 4p.

Xa, ={x€X; D(x;) €di};i.e, objects that the
decision values are in d;

Xa,= {x; € X; D(x)) € dz}; i.e, objects that the
decision values are in dz

We assume that,

d: = negative result
d» = positive result

An action rule is defined as the form of,
if (t;m = t,) then (d; = d;)

where (7,, = t,) is the possible transition of one
or more attribute values of an object, and (d; =
ds) is the expected change as a result of (%, =

).

Since the system has only 2 decision values, we
assume the transition of the decision value
occurs from d; to d>. However, the presented
algorithm directly extends to the general case
where |Vp| = 2 by running the algorithm
repeatedly for each pair of decision values.

3. Method Description

3.1 Types of User Query

Suppose that a user submits a query to our rule
evaluation system in order to measure the

performance of an action rule. The form of the
query varies depending on the amount of
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information the action rule has. We can classify
a user's query into two types (See Figure 1).

Type condition
1 no data
2.1 tm — 1y
2.2 o —
2 53 T
2.4 Ag — AL

Figure 1. Types of action rule query submitted by a user.
A denotes a subset of Acp.

Type 1. Queries of this type do not include
specific attribute names or values to be used for
an action. An action rule discovery algorithm
will automatically generate a list of the shortest
action rules that satisfy the given threshold
values (e.g. minimum support and confidence
values for classification rules). This is the way
that action rules are extracted by the existing
methods.

Type 2. This is the type of queries we focus on
in this paper. A query can contain partial or full
information about the action that the user is
interested in. The partial information can be a
set of attribute names in Acr or one side of ¢,
= f,. This type of queries are further divided
into,

Type 2.1, #, =1, : Full information about an
action is given. That is, both target and source
values are specified. The system measures the
performance of the submitted rule using the
method described in the next section.

Type 2.2. 1, = [ ] : The target values are not
specified. The system needs to create a list of
unique f, s from Xz (e.g. > 2, e;- fr in Table
3), and measures the performance of the rules
generated by each pair of 4, and #,..

Type 2.3. [] = t,: This is similar to Type 2.2

except that we need to create a list of terms
from Xy
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Type 2.4. A;, = A}, : A;, denotes a subset of A¢r.
This type of queries contain only a set of
attribute names, The system creates two sets of
tns and £,s in A; and measures the performance
of the action rule for each pair of £,, and ,.

The action rules in Type 2.2, 2.3 and 2.4 can be
evaluated by running the algorithm for Type 2.1
repeatedly, We will explain how to calculate
the performance of the action rule of Type 2.1
in the next section.

Table 3. Finding the objects supporting if fe; f; = e2/3)
then (d;=d>)

condition decision
flexible '
Object E F D
X € 5 d;
Xz ey N d;
X3 7 Ji d;
Xy €y I d,
X5 22 Si d;
X5 e S s
Xz - ez j} dz
Xg €3 fz ‘ d;
Xo €2 S d;
Xto €; i d;

def find_actionable (tp,t,,d:,ds)
Xg1, Xg2 = partition X by d;,d;
Xem = all x in X4, where x contains t,
Xen = all x in X4 where % contains t,
Tem partition X, by stable values
Tyn = partition X, by stable values
for each ti,t; in Ty, , Tep

if ({stable v in t;)=(stable v in t;))

ta—t, 15 valid
include it to the calculate of
rule performance

Figure 2. Pseudo code for finding actionable objects
3.2 Action Rule Evaluation

We use Table 3 to describe our evaluation
method. Suppose that a user wants to calculate
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the performance of the action rule, if (e, fi =
ez f2) then (d; = d). First, we need to find out
the objects that can be used to build the action
rule. Two objects needs to satisfy the following
three conditions in order to be valid objects.

(1) different decision values (d;, d3)
(2) the same stable value

(3) (e;-f1) and (ez- f5)

The reason for (1) is clear. We need to look for
the difference between the objects having
different decision values. (2) Stable values
cannot be changed. Therefore, two objects are
not counted as a valid action if they have
different stable values. (3) One object in X
must have (e;- f) and the other object in Xp
needs to have (e;- f3) in order for a transition to
take place.

Figure 2 is the pseudo code for the above steps.
We first partition the table into two groups
based on d; and 4. Then, we have

Xa, = {x1, X2, X3, X4, x5}
Xq, = {x6 X7, X3, X9, X0}

Next, we find the objects in X, that contains e,
Ji, and another set of objects in X, that
contains e, f>. They are denoted as,

Xtm= {xb X2, X3, x4}
Xt = {X6 X7, X3, X0}

We group these objects by stable attributes.

Te,,= {{x0 x2} 473}, {xa} }
T, = {{xs x7 xs},{xo0}}

The Cartesian products of T, and T, shows
that there are two possible transitions. {x;, x;}
= {x6 X7, x5} and {x3} => {xo}. The following
shows the objects and their values involved in
the transitions.
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erfr g d (x1, x3) = exfrgrds (6 X7, x3)
e fir g2 81 (x3) = erforr g2 g2 (%)

We need to measure the performance of the
action rule. Existing action rule mining
algorithms use the concept of support and
confidence [11], which is a common way to
measure the performance of a classification
rule. Although they are fundamentally useful,
the way that the frequency of a specific pattern
is counted for an action rule is different from
that of conventional classification rules. For
example, the frequency (or support) value 5 of
a classification rule means there are 5 objects
having the same pattern. As shown in Figure 3,
an action rule has two of those, One from the
source and the other from the target. We
propose to use the following notation to
measure the performance of an action rule.
Action Rule Performance (p) is defined as the
ratio between (the number of possible
transitions from e;:f;—d; to e;:f;—d>) and (the
number possible transitions from e;f; to e>/2).
Let sup(v) be the number of objects that has v,
and = denote a possible transition. Then,

_ sup(tm * dy) = sup(ty - dy)
- sup(t,,) = sup(n)

In our example, £, = e, f; and &, = ex fo

Therefore, p is,

_superfirdi) = suple - fi-dy) _ 3=4
sup(e, ' fi) = sup(e; - f1) 5=4

sup(e; fi) = 5 and sup(e:- f3) = 4 because 5
objects have e;- f; and 4 objects have ;- in S.
sup(e;- fi- di) = 3 and suple;- fi- di) = 4
because there are 3 objects ({x;, x2}, {x3}) in Xy
and 4 objects ({x4 x7 xg}, {xo}) in Xy that a
fransition can occur without modifying a stable
value.

Finally, the action rule is wriiten as,
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3=4

if [(er- fi) = (g2 o)l then(d, = dy),p = T

It is possible to use the sum or product of two
support values for p (e.g. 3 x 4 = 12, instead of
3=>4). Howeyver, that will obscure the quality of
the possible transition because they do not
show the actual number of objects involved in
the transition. For instance, if there was only 1
erf; and 99 e, in S, the transition would not
be as significant as the transition between 50

and 50. The informative index used in this
paper will help users make a better decision.

same stable values (3=>4)

all transitions (5=4)

Figure 3. Measuring the performance of if (e, ) = e2:/3)
then (d,=d)

4. Related Work

The method for formulating an action from a
decision system has been discussed in many
literatures. [1] introduced the concept of the
action rule discovery from a pair of
classification rules. A similar concept known as
interventions was discussed in [2]. The action
rules in [1] has been developed further. In [3],
the authors present a method for constructing
action rules from a decision tree. [4] presented
an algorithm for discovering action rules
directly from a decision system without pre-
existing classification rules. The authors in [3]
also proposed a method for identifying action
rules directly from a dataset. The method
proposed in [6] is designed to generate action
rules from a dataset containing numerical
attributes. The method in [7] extracts action
rules from an incomplete information system
that allows an object to have many possible
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values for an attribute. More recently, the
authors in [8] presented an action rule mining
technique that does not require an input
parameter for a rule extraction and produces a
consistent rule set. [9] proposed various ways
of measuring the importance of an action rule.
Action rules have been applied to the analysis
of a wide range of data types such as medical
data [10].

5. Conclusion

In this paper, we presented a method for
measuring the performance of an action rule
specified by a user. Our method is designed to
be used when users have some knowledge
about specific actions they can take. The
performance index for an action rule proposed
in this paper is more informative than that of
the existing methods because it shows the
actual number of objects involved in transition
from one state to another.
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ABSTRACT

The automatic detection of emotions in textual parts
of social media websites such as Facebook and
Twitter has applications for business development,
user interface design, content creation, emergency
response, among others. Current research has shown
that it is possible to detect emotions for English
content. To our knowledge, however, there are only
few attempts for Arabic content. There is neither
Arabic corpus with instances labeled for emotions,
nor studies to detect emotions from Arabic
microblogs content. Therefore, we collected Arabic
text messages from the social networking website
Twitter from Janwary/February 2011. Human
annotators labeled them with the corresponding
emotions. Working with that corpus, our
experiments show that emotions can be
automatically detected from tweets after performing
Arabic language related language preprocessing
steps. Our contribution consists in adding
preprocessing  steps that have improved the
classification results by 4.4% compared to the
original Khoja stemmer. In addition, we have
extracted a sample word-emotion lexicon from that
corpus. QOur experiment demonstrates that this
sample word-emotion lexicon enhances the emotion
detection results by 22.27% compared to the SMO
classification using the train/test option. Finally, we
show that the communication style used by the
writer significantly relates with the emotion
expressed in the text.

KEYWORDS

Emotion detection, Social media, Twitter,
Arabic text, Classification.
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1 Introduction

Long before awareness of the World Wide Web
became wide-spread, people used to seek their
friends’ opinions or to consult consumer reports
about products or services that they want to
buy. Moreover, they would make wverbal
surveys in order to know which candidate most
of the people are planning to vote for in a local
election. Lately, the Internet and the Web have
made it easier to collect such data. Text is
widely used in the communication between
people on the web. It delivers informative
content, one's opinion, and emotional state.
Microblogs allow a vast pool of people that are
neither personal acquaintances nor well-known
professional critics to provide their experiences,
opinions, and emotions.

Studies about emotions have been conducted by
psychologists and behavior scientists for long
time [1] [2] [3] [4]. They consider emotions a
major element of the human nature. Many
sentiment analysis studies have been conducted
to annotate text as positive/ negative valence.
However, emotion annotation can be more
effective and accurate. Despite the evolving
importance and usage of microblogs, there only
exist few trials for building microblog corpus
for emotions labeling.

Although the increasing usage of Arabic
language in blogs and social networks, it is not
given enough focus in the sentiment analysis or
emotion detection fields. According to [5], the
number of Internet users in the Middle East was
90,000,000 in 2012. In addition, the Arabic
language comes at the seventh place between
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the ten most used languages on the Intemnet. It
is expected to take the fifth place in 2015. The
Arabic content is in contimuous increase in
social media.

We are contributing to the research area of
emotion detection in Arabic text by describing
the experiments concerned with emotion
analysis of Arabic microblogs content. The
main idea is to automatically detect the
emotions of microbloggers who use Arabic
language. For this purpose, an Arabic corpus
was built out of microblog text. Different
classification techniques were evalvated.
Moreover, a set of features was checked
through our experiments. The aim of this
project is to highlight the importance of the
Arabic social media content analysis and going
beyond polarity -classification of text, to
conduct automatic emotion analysis based on
the most basic emotions suggested in [6] and

[2].

This paper is structured as follows: section 2
includes some related work in emotions and
sentiment analysis fields. Then, section 3
describes our experimental setup and methods
for analyzing Arabic social media content
gathered from Twitter. Section 4 contains the
results of the different classification algorithms
and the comparison between several
preprocessing techniques. Finally, we conclude
with a discussion of the implications that this
work has for the automatic emotion detection
task.

2 Related Work

"Sentiment Analysis is the computational
treatment of opinion and subjectivity in text."
[7]. It is the application of natural language
processing and text analytics to determine the
target information from the text. It is used to
determine the attitude of the writer, including
his/her evaluation of the topic as well as his/her
emotional state with respect to some topic.
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2.1 Sentiment Analysis of English Language

In the field of senfiment analysis, the work
related to text polarity can be divided into two
groups; techniques to automatically generate
sentiment lexicons, and systems that analyze
sentiment in text documents. The first group
depends widely on adjectives. The lexicon
construction starts with small seed lists and an
assumption by the researcher. The hypothesis
by Hatzivassiloglou and Mckeown in [8] was
that if adjectives are separated by "and", they
are of the same polarity; however if they are
separated by "but", they are adjectives of
opposite polarity. Later on, the gradation
categorization was taken into consideration as
well as polarity using statistical models [9].
WordNet lists [10] have been also used as seeds
in the process of generation of positive and
negative word lists. The assumption is that
synonyms of a certain word have the same
polarity, while antonyms have opposite polarity

[11].

The second group is focused on sentiment
analysis systems. The sentiment analysis of
movie reviews in [12] was performed by a
machine learning technique that achieved an
accuracy of 83% for polarity classification. It
was intended to consider subjective character to
enhance sentiment analysis. However, in [11]
the news sentiment analysis system considers
facts and opinions as contributors to the public
sentiment. The system focuses on local
sentiments as more reliable than global

document sentiment. The same approach was
also adopted by [13].

The application in [11] concluded the names of
people talking positively versus those who talk
negatively about seven topics targeted in news
and blogs. The classification was based on a list
of words (lexicon) created during the
experiment. The application in [14] defines the
polarity of emotions in children fairy tales text
using a linear classifier. Groups of annotators
labeled the stories according to the six basic
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emotions of Ekman. Afterwards, all emotions
were grouped under two classes: positive and
negative emotions. The classification accuracy
reached 69.37%. Different approaches of
assigning positive/ negative score to a word out
of context were compared in [15]. SVMs and
Gaussian Processes were used to test the
performance of all the metrics in conjunction.
The study suggests a learning approach that
combines the various formulae that compute
prior posterior polarity. According to [16], for
the more difficult multiclass case including a
neutral class, accuracy is often below 60% for
short messages on Twitter, the social media
website. In the later study, the negation of
different  sentiments was taken into
consideration. This practice improved the
polarity classification by 5.4% compared to the
methods that use bag of words features with
NaiveBayes and SVMs.

In the field of emotion detection, the study in
[17] considered the identification of the basic
emotions in news headlines. Different systems
were tried. The first system checks the presence
of the WordNet Affect emotion word in the
headline and categorizes the text accordingly.
The second one was based on the annotation of
blogs and the Bayesian classifier. The third
system was based on the semantic of the words
and allowed the detection of emotion related
words. In [18] the author suggested including a
semantic feature in the process of sentiment
analysis of tweets that enhanced the accuracy of
the classification by 6.5%.

The study in [19] targeted the analysis of the
tweets containing an emotional hashtag based
on the six basic emotions. An emotion labeled
tweets corpus has been created (TEC) as well as
a word-emotion lexicon. The results suggest
that the TEC, after applying a domain
adaptation technique, produced better results
than the methods used in [17] even when
applied in different domains. In addition,
Twitter emotional hashtags were used by Gurini
et al. [20] to design a recommendation system
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of friends that share the same sentiment about
the topics of interest of each user.

2.2 Sentiment Analysis of Arabic Content

Some studies have been conducted in the field
of sentiment analysis of Arabic content. The
study in [21] focused on comparing the
performance of different classifiers for the
Arabic language datasets. Another study [22]
compared the performance of the Sequential
Minimal Optimization (SMO) and Naive
Bayesian (NB) in the classification task. These
algorithms are the suggested classifiers based
on excel in their performance; SMO comes
first, and then NB. This excel was also
highlighted in a polarity classification in [23].
Determining the polarity of opinions in Arabic
documents was also the target of [24]. The
study proposed a combination between three
different classification methods; a lexicon

"based classifier, followed by the maximum

entropy classifier, then K-nearest neighbor
classifier. This approach achieved 80%
performance accuracy. In addition, a classifier
for social networks slang Arabic content was
suggested in [25]. This study used 1350
comments as a dataset collected from news
channels websites in order to use the SVM
classifier to categorize tweets into positive/
negative classes. The training lexicon used was
augmented by additional slang terms that
enhanced the accuracy by 14%. Another study
was concerned with the emotion detection
based on the six basic emotions in the Arabic
children stories using a computational approach
[26]. This study mentions the importance of the
word-emotion lexicon and the preprocessing
steps that consider the punctuations and the
negative words.

The Arabic approaches have some limitations
and shortcomings, to our knowledge there is no
developed Arabic corpus with instances labeled
for emotions. The slang Egyptian dialect has
not been investigated yet. Therefore, we took
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the approach described in the following section
in order to cover some of these limitations.

3 Methodological Approach

The analysis of the data involved several steps:
the dataset composition, the annotation process,
the data preprocessing, and finally, different
classification techniques were tried over the
data.

3.1 Data Collection

We collected our data from Twitter, the social
media website. The corpus collected includes
1776 tweets from more than 200 users,
covering an 18 days pericd from January 25,
2011 to February 11, 2011. As the usages of
words vary from a topic to another [19], we
have chosen the Egyptian revolution in 2011 as
the topic of concern. It is identified by the
hashtag #jan25 on twitter. Tweets ranged from
a one word tweet to 140 characters tweet,

We filtered out non Arabic tweets, retweets,
tweets including photos or videos. Finally, the
corpus was ready for the annotation process.

3.2 Data Annotation

We created surveys where the annotator task
was to guess the emotion of the writer based on
the provided tweet text. Three annotation runs
took place. The 1st run included random Arabic
tweets chosen from the collected set. It resulted
in 1012 annotated tweets out of 1130 input
tweets. The 2nd run included mainly some
limited features tweets and it resulted in 609
annotated tweets out of 646 input tweets. The
3rd run was a confirmation run together with an
annotation of the tweets according to the
communication style used by the tweet writer;
aggressive, assertive, or passive style.

The entire tweets collected from Twitter
represent an Arabic emotion annotated tweets
corpus. The annotators were Egyptians who
witnessed the Egyptian revolution in 2011. An
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average of 15 persons labeled each tweet with
the corresponding emotion. The emotions
provided are the six most basic emotions [2]
[6]. We have excluded the annotated tweets
with less than 50% annotators’ agreement.
Finally, we constructed the Twitter corpus that
consisted of 1605 tweets.

3.3 Data Preprocessing

The data preprocessing took place using five
different techniques; basic preprocessing, basic
preprocessing in addition to the removal of a
list of stopwords, Lucene light Arabic stemmer
[27], Shereen Khoja Arabic stemmer [28], and
modified Khoja Arabic stemmer. The basic
preprocessing includes the removal of non
Arabic letters, multiple spaces, and punctuation.
The list of stopwords is composed of a standard
list of standard Arabic words [29]. We have
also added to it their equivalents in the
Egyptian slang dialect and some additional
slang words that appeared in the collected
dataset and have no emotion significance. The
Lucene light Arabic stemmer eliminates the
definite articles and few prefixes and suffixes
only. The Khoja stemmer does all the previous
functionalities in addition to reducing each
word to its root; however, it handles the
standard Arabic language only. We modified
Khoja stemmer in order to include the Egyptian
slang dialect.

3.3.1 Modified Khoja Stemmer

Preprocessing in Arabic language is of great
use; especially, each Arabic word can be
reduced to its root. The Khoja Stemmer is
concerned with affixes removal as well as
reducing words to their roots. It includes
stemmer text files that contain an Arabic
dictionary of roots. Also, lists of stopwords,
affixes, as well as a list of strange words are
inclnded. After stemming, words should equate
one of the roots provided by the stemmer. The
Khoja stemmer is designed to support the
standard  Arabic language only. Our
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modifications aimed at customizing the Khoja
stemmer to support the Egyptian slang dialect
contained in our created corpus. Word
segmentation has also been applied; the
delimiter used is the space. Other symbols like
(.}, (), (0}, (:), multiple spaces, and new lines
are replaced with one space. The Egyptian
slang dialect has some common characteristics
that can be emphasized. We handled them the
following way:

. Negation patterns

In standard Arabic language negated words are
preceded by a negation tool or word. For
example, the verb hears "YASMA'A" in Arabic
is negated if it is preceded by the word no "LA"
to be "LA YASMA'A", doesn’t hear. However,
in slang negation it will be "MAYSMA'ASH".
This pattern is formed by the addition of the
letter "MEEM?” at the beginning of the verb and
the letter "SHEEN” at the end of the verb. This
pattern has different forms for singular, plural

Order Plural i pledts
masculine
Order Plural feminine | (i shrita

We added to Khoja stemmer a Java method that
checks the occurrence of such cases. If it is
found, the word is reduced to its root instead of
being ignored by the original Khoja stemmer.
Moreover, it will be preceded by a negation
word in the output file to differentiate between
the occurrence of word and its negation.

. Additional suffixes, prefixes, and
stopwords,

We added some slang suffixes and prefixes to
Khoja files in order to remove them from the
stemmed words through the reduction process.
Stopwords are also removed from the text being

- stemmed. The list of suffixes, prefixes and

stopwords is shown in tables 2, 3, and 4.

Table 2. The list of additional suffixes.

and masculine, feminine person; it is shown in Suffixes
table 1 Lﬂ.!g s‘s55 u ‘.a,g_\
] sé
Table 1. Negation pattern. s ed
Subject Pattern
Present tense | Singular iz Table 3. The list of additional prefixes.
masculine Prefixes
Present tense | Singular Uhiladiza e e
feminine Ca lin,
Present tense | Plural sty CA sl
masculine _
Present tense | Plural feminine uﬂ;ulm or Table 4. The list of additional stopwords.
‘ i shady Stopwords
Past tense Singular ilnia Al (S el cagd (el o
masculine b ¢3a «la 453 A e
Past tense Singular iilnia OY Y ezl o sk
feminine (o o
Past tense Plural hislaia dsilS giSy i€ By (NS (NS, oIS (]S,
masculine S il
Past tense Plural feminine | Jidl=és or o edg gl o N6 8 i ol g
Order Singular oidaiia ° Additional definite articles.
masculine For abbreviation, some letters are sometimes
Order Singular el added before the definite article "AL". For
feminine example, the letter "AIN" to mean on top of, or
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the letter "SEEN" to mean the night of. Hence,
a new form of the article appears. We added
these forms to the definite articles text file in
the stemmer,

. Slang representation of periodontal
letters.

The Arabic language includes three periodontal
letters, where two of them are replaced by other
letters in the Egyptian slang language. The
letter "THEH" is replaced by the letter "TEH",
and the letter "THAL" is replaced by the letter
"DAL". We added a Java method to check this
case in order to reach the correct root of the
word.

Moreover, three semantic properties were
supported:

. Word pairs

In Arabic language some word pairs like
"ALHAMD LELLAH" which means thanks
God and "ALLAH AKBAR" which means God
is the greatest, are used to express gratitude to
God and happiness. Mistakenly, sometimes
people write them as a single word. To avoid
stemmer misinterpretation of such word pairs,
we added a method to the code that checks the
presence of thesé pairs and replaces them with
same word in the output file.

. Negation form

As mentioned in the negation pattern property
described earlier, any word preceded by a
negation tool or is in the slang negation pattern
form should not be replaced by its root. Instead,
it should be replaced by the negation of this
word in the output file. We added a negation
words list (standard and slang), so that it could
be checked during the reduction process. If the
algorithm finds a word of this list in front of
another word, both will be replaced by the root
of the word preceded by a specific negation
word.
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Table 5, The list of negation words that are replaced with
the negation word (¥} in the output file:

Negation words

PEY FE> e

ol tols ol

o ol ol

wad couds sl

Ol ¢ ¢ pirde

. Disapprobation words

In the Egyptian slang language, some words are
used to express the same meaning. For
example, "HOWA EZAY", "HOWA EIH" both
denotes disapprobation. The form of these
words is usually a word denoting a question
followed or preceded by a stopword, or a
negation word. We added a method in the code
to check for such words and replace them with
the same word in the output file.

These additions were adopted in order to
facilitate the classification job and enhance its
performance. Using the modified Khoja
stemmer as the preprocessing technique for the
first annotation run tweets (1012 tweets), we
extracted some emotion related attributes in
order to form a seed list for a sample word-
emotion lexicon.

3.4 Sample Word-Emotion Lexicon

Weka selects attributes option was used in
order to extract the most effective features
included in the first 1012 annotated tweets. The
feature selection algorithm used was BestFirst.
The extracted features formed the base of a
word-emotion lexicon. In addition, the lexicon
has been extended with some manually crafted
emotion related words that were manually
extracted from these tweets. The direct
annotation of words performed in this way
usually performs better than other methods
according to [19]. The created lexicon was used
in the collection of the second annotation run
tweets. This sample lexicon was used in order
to create a limited features environment for
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further experiments as will be shown in section
4.

3.5 Data Classification

Finally, different data classification techniques
were tried out. Weka software has been used
for the SMO classifier, which is a simplification
of the SVM classifier, and for the NaiveBayes
classifier. And, a simple search and frequency
algorithm based on the extracted sample word-
emotion lexicon was also created. This
algorithm counts the number of each emotion
related words in the tweet. Then, it decides the
emotion category of the tweet based on the
emotion receiving the highest count. Ten folds
cross validation was applied for the learning
based algorithms. A comparison between the
performances of the different classification
algorithms has been held. Further, we
conducted a comparison between the effects of
the five different preprocessing techniques.
Two different environments have been tried the
random tweets environmemt and the limited
features tweets environment.

4 Experiments and Results

The evaluation of the performance involves the
calculation of the precision (P) and recall (R).
They are calculated as follows:

P = #correct guesses / #total guesses (1)
R =#correct guesses / #total (2)

The number of correct guesses is the number of
tweets marked correctly as expressing an
emotion X by the classifier. The total guesses,
is the total number of tweets that are marked by
the classifier as expressing the emotion X
(including correct and wrong guesses). The
total number is the number of tweets expressing
the emotion X in the dataset. Moreover, F is the
balanced F-score which is calculated using the
following formula (3).
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F =2PR/ (P+R) 3)
4.1 Random Tweets Tests

The first 1012 tweets that were randomly
chosen were subject of different tests. They
consist of 259 anger tweets, 127 disgust tweets,
149 fear tweets, 271 happiness tweets, 110
sadness tweets, and 96 surprise tweets. The first
test was the comparison between the
classification performance of the SMO and
NaiveBayes classifiers.

4.1.1 SMO vs NaiveBayes

The first 1012 tweets were stemmed using the
modified Khoja stemmer. Cross validation test
with 10 folds run over these tweets using both
classifiers. The weighted average results of
both classification algorithms are shown in
table 6. Comparing the overall performance of
both classification algorithms, the experiment
demonstrates that the SMO classifier
outperforms the NaiveBayes classifier by
almost 5%. Therefore, in the rest of the tests,
the SMO classifier was chosen.

Table 6. The weighted average results of SMO vs.
NaiveBayes performance.

Classifier P R F
NaiveBayes | 0.399 0.391 0.394
SMO 0.442 0.451 0.441

4.1.2 The Five Preprocessing Techniques

The five preprocessing techniques have been
compared. The weighted average classification
results using the basic preprocessing (BT),
basic preprocessing and removal of stopwords
(BPRS), Lucene light Arabic stemmer (LLAS),
Khoja Arabic stemmer (KAS), and modified
Khoja Arabic stemmer (MKAS) are represented
in table 7.
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Table 7. The weighted average classification results of MKAS that we developed takes into
the first 1012 random tweets with different preprocessing consideration the Egyptian slang language

techniques. . - words that occurred in the tweets as mentioned
E,gilﬁicf:’mg #attributes | P R F in section 3. Thus, the number of attributes that
BP 9 5007 0423 | 0418 (o402 resulted from the implementation of this

. . : technique is 1450 attributes. This increase,
BPRS 5875 0.41 ]0.409 | 0.387 compared to KAS technique can be related to
LLAS 5371 0.423 | 0.418 | 0.402 the inclusion of some Arabic slang words that
KAS 1283 0.394 | 0.409 | 0.397 were removed by the KAS technique.
MEKAS 1450 0.442 | 0.451 | 0.441 Compared to BP technique, our MKAS

BP technique resulted in 6007 attributes. The
classifier took advantage of the variety of
attributes and related a large number of features
to each emotion category. That was done even
with the words that do not really have emotion
significance, for example, the words contained
in the stopwords list. BPRS technique resulted
in 5875 attributes. The attributes that were
erroneously considered related to emotions in
BP technique, were unique for each
corresponding emotion class. When they were
removed in BPRS technique, fewer words were
associated to each emotion class, hence, a
decrease in the overall performance of the
classifier.

LILAS technique only removes the definite
articles and few prefixes and suffixes.
Therefore, the number of attributes decreased to
5371. However, this reduction did not enhance
the overall classification results compared to
the results of BP technique. The KAS technique
reduced the number of attributes to 1283. This
reduction is due to the stopwords list
eliminated, in addition to the reduction of each
word to its root. In this manner, after stemming,
many words are represented with the same root,
hence, the same attribute. Moreover, this
technique removes any non stemmed word even
if it is not from the stopwords list except the list
of the strange words, which has been defined in
the stemmer files before the test. Therefore, the
classifier did not depend on relating many
attributes to the emotion category. Instead, it
depended on less attributes that were more
frequently repeated in the different tweets. The
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technique enhanced the classification results by
3.9%. While, compared to the original KAS, it
resulted in 4.4% enhancement in the overall
classification results.

The attributes specified in the preprocessing
stage are the features that the classification
mainly depends on. We have chosen from them
the most significant attributes as mentioned in 3
to be the seeds of a sample Arabic word-
emotion lexicon.

4.2 Limited Features Tweets Tests

The random choice of tweets compared to the
size of the sample set collected might not show
the  classification  performance  neatly.
Therefore, the tweets that include the extracted
features (the sample word-emotion lexicon)
were selected to form a set of limited features
tweets. The assumption is that allowing more
repetition of words and separability of features
related to each class would compensate for a
larger dataset. Thus, the concept can be
generalized for bigger size sets. Tweets
containing words from the sample word-
emotion lexicon were grouped together. A total
of 1000 limited features tweets collected from
the total 1605 tweets set that were finally
available. They have been subject of the same
tests as the previously selected random tweets.

4.2.1 The five preprocessing techniques
We checked the effect of the different

preprocessing techniques on the classification
performance for the limited features tweets as
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shown in table 8. Taking the BP technique
results as a reference, the usage BPRS
technique enhanced the results by 1.1%. LLAS
technique resulted in 1.7% enhancement. KAS
technique increased the overall performance by
14.6%. Moreover, it has been shown that the
MKAS enhanced the results by 17% compared
to the classification using BP technique. Thus,
our modified Khoja stemmer still outperforms
the other preprocessing methods.

Table 8. The weighted average classification results of
the limited features tweets using the five different
preprocessing techniques,

classification of the same 609 tweets were
compared to the SMO classifier results. As
shown in table 9 the experiment demonstrates
that the results of the algorithm that uses the
sample word-emotion lexicon exceed the
results of the trained SMO classifier.

Table 9. The weighted average classification results of
SMO vs. SF algorithm.

Preprocessin | Attribute | P R F

g Technique |s

BP 5952 0.555 | 0.553 | 0.539
BPRS 5833 0.571 | 0.562 | 0.55
LLAS 5331 0.568 | 0.566 | 0.556
KAS 1277 0.691 | 0.685 | 0.685
MKAS 1433 0.716 | 0.71 | 0.709

Finally, the total dataset was classified using
the SMO classifier. Moreover, we checked the
performance of the simple search and frequency
algorithm based on the sample word-emotion
lexicon.

4.3 Total tweets set test

The total tweets set consists of 409 anger
tweets, 204 disgust tweets, 285 fear tweets, 340
happiness tweets, 201 sadness tweets, and 166
surprise tweets. It was classified using the SMO
classifier with cross wvalidation option. It
resulted in a weighted average balanced f-
measure of 0.531, weighted average precision
0f 0.535, and weighted average recall 0f0.535.

The SMO classifier with train/test option was
investigated. The 1012 tweets of the first run
were given to the algorithm as training set. In
addition, the second run tweets (609 tweets)
were entered as testing data. The MKAS
preprocessing technique was used. The results
of using the sample word-emotion lexicon
search and frequency (SF) algorithm in the
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Emotion | Algorithm | P R F
Anger SMO 0.407 1 0.641 | 0.498
SF 0.532 | 0.885 | 0.665
Disgust SMO 0.333 | 0.253 | 0.287
SF 1 0.462 | 0.632
Fear SMO 0.648 | 0.431 | 0.504
SF 0.838 | 0.65 |0.732
Happiness | SMO 0.422 10.713 | 0.53
SE 0.542 | 0.888 | 0.673
Sadness SMO 0.431 10.272 | 0.334
SF 0.731 | 0.533 | 0.616
Surprise | SMO 0.48 ]0.333 ] 0.393
SF 0.816 | 0.431 {0.564

After that, we checked our assumption that
there exists a correlation between the emotion
expressed in the sentence and the
communication style used by the writer.

4.3.1 Communication style in emotion
detection

According to the communication style analysis
of the total 1605 tweets shown in table 10, we
can use the exclusion of some emotions upon
the presence of a specific communication style.

Table 10. Communication style in 1605 tweets.

Aggressive | Assertive | Passive
Anger 76.53% 16.91% 6.85%
Disgust 83.33% 9.31% 7.35%
Fear 3.4% 38.11% 58.39%
Happiness | 3.83% 86.73% | 944%
Sadness 32.18% 40.1% 27.72%
Surprise | 37.95% 36.75% 25.3%
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Looking at the minorities, anger, disgust, and
happiness are rarely expressed using the passive
communication style. Moreover, few fear and
happiness tweets are expressed in the
aggressive communication style. In addition,
only 9.31% tweets of the disgust emotion
category are expressed using the assertive
communication style.

The results in table 11 show the issue from
communication style point of view.

Table 11. Communication style percentage distribution
excluding surprise and sadness.

Anger | Disg- | Fear Happin-
ust €58

Agpressi- | 61.86% | 33.6% | 2.0% 2.5%
ve

and in [31]. In the text categorization, the
support vectors idea is more effective as it
separates the classes with the largest margin
and does not depend on the individual words
probabilities like the NaiveBayes classifier.

We compared the classification results of our
set of tweets using the modified Khoja stemmer
and the SMO classifier with the classification
results of the 1000 English news headlines in
[19]. The results of the comparison concerning
the precision and recall results of the different
emotions are shown in table 12. In this table,
we refer to the study [19] by the number 1 and
to our study with the number 2.

Table 12. P. & R. comparison between our study and
[19].

Assertive | 13.88% | 3.88% | 26.65% | 60%

Passive 11.57% [ 6.2% | 69.0% [ 13.22%

If we adopt [30] emotional model that suggest
that disgust is a secondary emotion of anger,
then 95.46% of the aggressive communication
style tweets will be expressing anger. Although
the assertive communication style is used in the
expression of several emotions, it is more
associated with the happiness emotion category.

5 Discussion

Our created corpus size is comparable to the
OCA corpus size in [23] which consists of 500
reviews, divided into positive and negative
ones, in addition to the 1143 corpus in [24] and
the 1000 tweets datasets in [18]. Classification
algorithms like SMO and NaiveBayes that
proved good performance for English text
categorization are applicable for Arabic text as
well. Similarly to the English language case our
experiment demonstrates that SMO classifier
outperforms the NaiveBayes -classifier for
Arabic text categorization by 5.4%. These test
results support the claim in the text polarity
classification in [23] and [22]. Morcover, the
same finding was valid for English language
polarity test in [14] that used a linear classifier
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Study P R
Anger | 0.493 0.265
2 0.474 0.597
Disgust 1 0.421 0.186
2 0.488 0.389
Fear 1 0.635 0.437
2 0.582 0.533
Happiness | 1 0.54 0.367
2 0.623 0.677
Sadness 1 0.525 0.367
2 0.479 0.345
Surprise 1 0.443 0.292
2 0.545 0.506

Although the test sets are not similar, and the
language used is different, the previous
comparison gives a rough estimate of how good
the classification performance is.

Moreover, we have added some code that adds
our additional features to Khoja stemmer in
order to support the Arabic Egyptian dialect
and enhance the classification results. It has
been shown that our modifications improved
the overall classification results by almost 4.4%
compared to the original khoja stemmer. Our
modified Khoja stemmer solved some of the
problems mentioned by Al-Khalifa in [32] such
as the negation forms, the extra white spaces,
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and the spelling mistakes found in the tweets.
The preprocessing steps help the classifier to
narrow down its feature scope and aveid noise
features.

The experiment demonstrates that the
preprocessing was more effective in case of
limited features where the likelihood of word
repetition is higher. Therefore, the classifier can
associate words with emotion categories in the
training phase and find them frequently in the
test phase. Thus, if the training set increases to
inclode tweets that enclose all the emotion
related words of a certain language, the
preprocessing is supposed to be more effective.

It has been shown that the sample word-
emotion lexicon created based on the
significant attributes in the tweets enhanced the
overall performance of the classification by
22.27% compared to the SMO classification
using the train/test option. Comparing this
result with [19] and [17], we can support their
claim that a word-emotion lexicon would easy
the emotion detection task. In [17] the usage of
emotion words has positively affected the
overall classification performance by 4.35%
compared to the blogs training classification
performance. Moreover, the emotion related
words extracted from microblogs in [19]
enhanced the classification results by 19.05 %
compared to the original classification.

Yet, the experiment demonstrates that the usage
of the SMO classifier and the word-emotion
lexicon is a tradeoff. In case of the availability
of a dataset with a variety of words, the sample
word-emotion lexicon will not be as effective.
That is due to the fact that the SMO algorithm
uses almost all contained words as features, and
it creates the classification model accordingly.
This big number of words enriches the model
and gives it the ability to deal with random
tweets. On the other hand, it has been shown
that the usage of a sample word-emotion
lexicon has a great benefit if the test data
contains these words. However, if such this
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sample word-emotion lexicon is used to classify
a random test set, it will not perform as good as
the SMO classifier, Therefore, in order to have
the benefit of the lexicon in all cases, a full
word-emotion lexicon should be developed and
used.

The experiment demonstrates that a reciprocal
relationship exists between the emotion and the
communication style. It has been shown in
section 4.3.1 that a correlation exists between
the emotion expressed and the communication
style. Based on the analysis of the data, we can
exclude the fear and happiness emotions if the
communication style is aggressive. Further, we
can exclude the disgust emotion if the
communication style is assertive or passive.
More likelihood should be given to the fear
emotion in case of passive communication
style. More likelihood should be given to the
happiness emotion in case of assertive
communication style,

6 Limitations

While analyzing the results of this study,
certain limitations need to be taken into
account. The dataset that this study focused on
is the Egyptian revolution in 2011 topic.
Moreover, the size of the dataset (1605 tweets)
was not big. However, the annotation of each
tweet is very accurate due to two factors. The
first one is the doubled number of annotators
compared to other studies like [14] and [17].
The second factor is that each tweet underwent
more than one annotation run, Moreover, the
vocabulary used to express emotions may vary
from topic to another according to [19]. Thus,
the performance of classification models
represented in this study for other topics is not
guaranteed. Finally, the study focused on the
Arabic language tweets. The preprocessing
techniques are customized for the Arabic
Language words (standard and slang Egyptian
dialect).
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7 Conclusion

This study tackled the automatic detection of
emotions in textual parts of Twitter the social
media website. This process has applications
for business development, user interface design,
content creation, emergency response, among
others. The study was concerned with the
capability of classifying Arabic text considering
the standard and the slang Egyptian dialect. The
dataset under consideration is composed of
Arabic text messages collected from Twitter
during Janmary/February 2011. The focus topic
is labeled with #Jan25 referring to the Egyptian
revolution in 2011. A corpus of emotion
annotated tweets was developed as well as a
sample word-emotion lexicon. Five different
preprocessing techniques have been compared.
New features were added to Khoja stemmer in
order to support some of the slang Egyptian
dialect. It has been shown that the use of this
modified Khoja stemmer has been associated to
the best classification performance. Moreover,
the experiment demonstrates that our simple
search and frequency algorithm performed
better than the SMO classifier in the limited
features environment.

We are contributing to the research area of the
emotion detection of Arabic content by
showing that emotions can be automatically
detected from tweets after performing Arabic
language related language preprocessing steps.
The experiment demonstrates that the
preprocessing steps added to Khoja stemmer
improved the classification results by 4.4%
compared to the original Khoja stemmer
performance. In addition, it has been shown
that our sample word-emotion lexicon enhances
the emotion detection results by 22.27%
compared to the SMO classification using the
train/test option. Finally, it has been shown that
the communication style is closely related to
the emotion expressed in case of anger, disgust,
fear, and happiness categories. The relationship
can be thought of as a reciprocal one.
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8 Future Work

The results of this study point to different
interesting directions for future work. First, a
complete Arabic word-emotion lexicon can be
developed. That could be done by considering
tweets from different topics and annotating
them by emotion. Or, it could be done by going
through all the words in the Arabic dictionary
and annotating those that have emotion
significance.

The WordNet affect, the NRC, and the lexicon
extracted from the TEC can be taken as a
reference in order to check the inclusion of all
corresponding Arabic emotion related words.
Moreover, the development of a stemmer that
supports the different Arabic slang dialects
would be of a great effect. In addition, the
expansion of the Arabic tweets corpus with
more instances labeled for emotions should be
considered. This step would help the training
task and make it better for the SMO classifier.
Finally, the development of an automatic
system that detects the communication style
from Arabic text based on the structure of the
sentence. This system could facilitate the
emotion detection task.
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ABSTRACT

Human capital is the key factor to maintain the
competitiveness of an organization by having
enough right people with the right skills, In
technology  advancement, machine learning
technique can be used in order to identify the right
employee for the right task by classifying their
performance achievement. Support Vector Machine
(SVM) is a powerful supervised machine learning
technique for classification because it uses kernel
trick with the ability to build expert knowledge for
the problem via kernel engineering process. In this
study, Sequential Minimal Optimization (SMO)
algorithm from SVM technique is the chosen
method due to its capability to solve most of convex.
optimization problem. This study consists of four
phases; data collection, data preparation, model
development and model evaluation. In the
experimental  phase, selected  academician
performance achievement data in Malaysian Higher
Institution have been used as the training dataset
based on 10-fold cross wvalidation. Several
experiments were carried out by using different set
of training and testing datasets to evaluate the
accuracy of the model, As a result, the accuracy of
the proposed model is considered acceptable and
needs further enhancement. For future work, to
enhance the accuracy of the proposed model, a
comparative study should be conducted using other
SVM algorithms such as Grid Search and Gabriel
graph algorithms that focus on reducing the size of a
training set.

KEYWORDS

Employee’s Achievement, Categorization, Support
Vector Machine (SVM), Sequential Minimal
Optimization (SMQ).

ISBN: 978-1-941968-02-4 ©2014 SDIWC

1 INTRODUCTION

Globalization and fast technological
advancement have changed the survival
environment of an organization. Human capital
within an organization is the key factor to
maintain  the  competitiveness of  the
organization. In any organization, its employees
should be deployed in the appropriate locations
at the appropriate point of time via talent
management activities [1-3]. This process
involves a lot of managerial decisions that
counter through employees’ performance
achievement analysis which is sometimes very
difficult, uncertain and challenging. It also
depends on various aspects related to their
profession  criteria such as  academic
background, experiences, quantity and quality
of work, knowledge, skill, contributions and
etc. Therefore, the most challenging endless
task for Human Resource (HR) professionals is
managing their employees [4]. .

Nowadays, a machine learning technique has
given a great deal of concem and attention in
information industry because of its ability to
produce intelligent decision that implements
Knowledge Discovery in Database (KDD)
approach. This is due to the wide accessibility
of enormous amount of data and the important
need to tuming such data into useful
information as intelligent knowledge [5]. This
approach has been applied in many areas such
as manufacturing, engineering, medical,
finance, “marketing, health care, customer
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relationship and etc. However, this approach
dose not really attract researchers in HR and
HR decision support application that wse this
approach is also quite rare [6, 7]. HR databases
have rich of hidden and valuable knowledge to
help decision making in talent management
especially for employee achivement
classification [7-9].

In technology advancement, there are many
supervised machine learning classifications that
can be used for classification such as Decision
Tree, Artificial Neural Network (ANN),
Random Forest, Naive Bayesian, RBF
Network, Artificial Immune System (AIS),
Support Vector Machine (SVM) and etc. This
study endeavours to investigate the
effectiveness of SVM technique in identifying
the required data pattern for employee
achievement classification. SVM is considered
as a powerful technique in classification and
leads to increase the performance in pattern
recognition, regression, estimation and etc.[10].
Besides that, SVM is known as the most robust
and accurate method among the well-known
algorithms such as back-propagation neural
network (BPN), k-means and C4.5 algorithms
[11, 12]. SVM can be used for classification
with optimization ability for complex non-
linear decision boundaries. In this study,
Sequential Minimal Optimization (SOM) is the
chosen SVM algorithm because it is known as
an efficient classifier in solving optimization
problem. SOM can be considered as the state
of the art approach in non-linear SVM [13].
Due to these reasons, this study aims to suggest
SVM classification model using SOM
algorithm  for  academic  performance
achievement via several experiments on
selected datasets. The rest of this paper is
organized as follows; the second section
discusses on the related work and studies of
motivation in regards to the employee
performance achievement, the classification in
Machine learning, SVM techniques and
application , and discussion on SMO algorithm.
The third section describes the experiment that
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was conducted in this study. Then, the fourth
section discusses the results and discussions.
Finally, the paper ends with section five where
the concluding remarks and future research
directions are identified.

2 RELATED WORKS
2.1 Performance Achievement

Performance of employee is considered as an
individual natural proficiency, skill, ability or
aptitude that can be seen as the result of
activities over a given period of time. The
achievement of performance is a crucial issue
in talent management to enable the success of
an organization. This achievement becomes the
most important resources of regional economy
and social development. Besides that, it also
provides important source of information and
decision making basis and plays significant
roles in future direction of an organization [14,
15]. In addition, performance achievement
evaluation is considered as a mechanism to
determine the requirements needed for high
competence employee, position level and
profession track. Besides that, this process can
understand the gap between basic requirements
and demand of employees in various industries.
This task can also help Human Resource
professionals to determine the training needs,
professional setting and structure of human
capital development in an organization.

The process to determine the right employee for
the right position means the process of
matching his knowledge, skills and personality
with the job requirements, which is known as
talent management [16]. Therefore, the process
of  classifying  employee  performance
achievement can be considered as an alternative
method to help HR professionals in matching
their employees to the right task or position
more effectively. Performance achievement is
classified based on various factors and criteria
such as quantity and quality of task, skill,
knowledge, attitude and etc. Nowadays,

13
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advancement of computing technology,
performance classification in HRM field can be
implemented more effectively through
knowledge discovery in database approach.
Databases in Human Resource Management
(HRM) department can provide rich resources
for knowledge discovery and decision support
tools. Evaluation of employee which has high
performances on capability, knowledge, skill,
and other abilities plays significant roles in the
success of an organization [15].

Talent management is an important issue in any
organization where any supported activities for
this task will directly influence future direction
for successful organization [17]. Nevertheless,
competitions among organizations also become
the competitions among employees. The
competition can be measured through their
performance achievement by determining the
best candidate to fill up the job opportunities.
Process to find the high performance
achievement candidate means to find the most
matching candidate with his knowledge, skills
and personality to job requirements. Employee
performance achievement classification
involved a process of finding the right talent
besides enhancing the most suitable employee’s
skill and knowledge. There are several studies
on employee performance classification as a
part of performance achievement evaluation
activities [18, 19].

Recently, statistical and soft computing
technique was considered as an efficient
method used in performance classification due
to the ability in producing more accurate results
[20]. As an example, research that used
statistical technique for project construction
performance evaluation using Data
Envelopment Analysis (DEA) and AHP
proposed an improved mathematical model of
DEA for quantitative analysis [21]. Besides
that, classification wusing soft computing
technique such as for job performance
evaluation on ability, attitude and team spirit in
commercial banks was conducted using Fuzzy
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logic technique [22]. In advancement of
classification approaches, there are some
studies on machine learning technique for talent
classification which has been performed to
enhance the ability of the previous proposed
method in classification [16, 23, 24].

2.2 Classification in Machine Learning

Databases are rich with hidden knowledge that
can be used in decision making process in order
to produce intelligent decision. Intelligent
decision refers to the ability to make decision
which is quite similar to human decision.
Clustering, classification and prediction in
machine leaming are known as common
methods to support intelligent decision making.
In addition, classification in machine learmning
known as supervised learning method that can
be used to extract models describing important
data classes or to predict future data trends [5].
In classification, there are two phases involved;
the first phase is learning process where the
training data are analyzed by the selected
classification algorithm. The learned model or
known as classifier is presented in the form of
classification rules or patterns. The second
phase is model evaluation to estimate the
accuracy of the proposed model. If the
accuracy is considered acceptable, the rules can
be applied to unseen data or untrained data.

Nowadays, there are many classification
methods proposed by researchers in machine
learning, pattern recognition, and statistics
[25]. Some of the techniques that are being
used for classification in Machine learning are
decision tree, Bayesian methods, Bayesian
networks, rule-based algorithms, neural
network, support vector machine, association
rule mining, k-nearest-neighbor, case-based
reasoning, genetic algorithms, rough sets and
fuzzy logic [26]. Support Vector Machine
(SVM) is the most powerful supervised
machine learning technique which has a simple
structure and good classification ability [10].
Besides that, SVM is also known as the suitable

14
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algorithm in machine leaming for classification
task especially on both linear and non-linear
decision margins.

2.3 SVM Techniques and Applications

SVM technique was introduced by Cortes and
Vapnik in 1995 with many advantages such as
it can perform well for data sets that have many
attributes resolving the small sample, non-linear
and high dimensicnal pattern recognition [27,
28]. Moreover, SVM has no upper limit on the
number of attributes and uses kemel trick
which the model can be built within expert
knowledge on the problem by adjusting the
kemel. Besides that, SVM is the most
competent methods for training which can
produces high accuracy of model. In two-class
learning, the aim is to find the most suitable
classification function in  differentiating
between the members of two categories in a
training dataset.  Therefore, in a linearly
secparable dataset, a linear classification
function will corresponds to the separating
hyperplane that passes through the middle of
the two categories by separating it into two
different categories. Once this function is
identified, new data can be classified by simple
testing task in assigning the data to the
categories that they belong to. [29]. SVM
implements the idea that vector is nonlinearly
mapped to a very high dimension future space.
In this feature space, a linear separation surface
is created to separate the training data by
minimizing the margin between the vectors of
the two classes [30].

Due to many such linear hyperplanes, SVM
technique has found the most suitable function
by maximizing the margin among the two
categories. Intuitively, the margin is show the
amount of space, or separation among the two
categories as defined by the hyperplane. The
margin corresponds to the minimal distance
between the closest data points to a point on the
hyperplane. SVM insists to identify the
maximum margin hyperplane because it offers
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the best generalization ability. This will
indicates not only the best classification
performance or correctness on the training data,
but also much room for the correct
classification of the future data [11]. SVM
algorithm for training used kernel parameter to
separate data between the hyperplane which is
the input data are called input space and the
output data in hyperplane are called feature
space. There are four types of kemel in SVM:
linecar kernel function; polynomial kernel
function; Gaussian (RBF) and S-type (sigmoid
kernel function). After data separating process
is done, the minimal margin between vector and
hyperplane is calculated.

SVM technique for classification has been
applied in many areas such as in industrial
nuclear energy, tourism, image processing and
multimedia, geologic and medical [13, 28-32].
The most common field uses SVM algorithm is
in medical fields such as to classify
Alzheimer’s  disease  from  whole-brain
anatomical MRI [30]. Alzheimer’s disease
patients would consequently gain from early
and accurate diagnosis of Alzheimer’s disease.
The other application of SVM is handwritten
chemical symbol classification [29]. However,
the use of SVM algorithim in HRM is quite rare.
There are some studies on the use of SVM
technique in HRM such as talent classification
using radial basic function for employee
recruitment [27]; managing talent using SVM
algorithm and Class-Attribute Contingency
Coefficient (CACC) to enhance the traditional
SVM approach [10]; forecasting regional talent
demand using SVM and Principal Component
Analysis (PCA) to improve talent demand
prediction [14]; and employee selection using
Affinity Propagation and SVM Sensitivity
Analysis [33]. In addition, machine learning for
knowledge discovery is a domain driven that is
based on problem to solve using various
techniques. Due to that reason, this study
attempts to solve employee performance
achievement classification for promotion
purposes using SMO algorithm as an alternative
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approach to help HR professional in managing
academic talent in higher institution.

2.4 Sequential Minimal Optimization (SMO)

SMO is an algorithm for solving efficiently the
optimization problem arises during the process
of SVM training. SMO can be considered as
the state—of-the—art approach in a non-linear
SVM [13, 34]. The kemel function is adopted
in order to implement SVM-based classifiers in
mapping into a higher dimensional space. A
soft-margin SVM is trained by solving a
quadratic programming problem. SVM will
train all training datasets using SMO algorithm
to generate classification model. SVM step-by-
step process is explained below and shown in
Fig.1:

a) Separate data from input space (input data)
to feature space (output data) by using
kernel function or kernel parameter.

b) SVM model is trained in solving a
quadratic programming problem using
SMO algorithm.

¢) The minimal margin between two vectors
is calculated using SMO algorithm. This
margin will be used in training the whole
training datasets to generate classification
model.

d) Test the model by using testing data
(untrained data) to get the accuracy of the
proposed model.

Usekemalsto | UseSMOto | . | ¢ iin
separate data L solve quadratic LM‘ SE\/?O J
input and output | pragramming

“
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Fug
Model Accuracy | < i Modal
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Figure 1. SOM Algorithm in SVM
Classification Technique
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3 EXPERIMENT SETUP

SVM classification process has two phases; the
first phase is learning process where training
data are analyzed using selected SVM
algorithms. The second phase is classification
process; where testing datasets are used to
estimate the accuracy of the proposed
classification model. If the accuracy is
acceptable, the rules can be applied to new data
(untrained data) for classification.

In the experimental phase, this study is aimed
to discover  employee’s  achievement
performance patterns in academics performance
databases using SOM algorithm in SVM
technique. There are three phases involved i.e.
talent model data preparation, model
development and model analysis, as shown in
Fig. 2.
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The process of classification wuses input
variables from performance achievement
criteria; and the outcome is the employee’s
performance pattern that shows the status of
promotion (Table 1).

TABLE 1. ACADEMIC DATA DESCRIPTION

Criteria Attribute Name
Demographic Academic Position
(5) Length of Service (LS)
LS before Senior Lecturer
LS before Associate Professor
LS before Professor
Research Number of Research
(2) Research leader
Publication and National Journal
a(;nference International Journal

National Conference
International Conference

Administrative Administrative post

(1}
Contribution Resecarch Award
(2) Service Award

In this study, dataset used contained 14
attributes for related performance criteria
(Table 1) from 256 academics performance
achievement data. SVM technique is a
supervised learning method where the target
class is known. Due to that reason, dataset used
in this experiment contained 13 attributes for
training and testing and one attribute for class.
Academic position (professor, associate
professor, senior lecturer and young lecturer)
was selected as a target class that consisted of
four levels for classification. The clean data
was divided into training and testing dataset.
The training dataset will use SVM algorithm in
SVM technique to generate classification model
and the testing dataset was used to evaluate the
accuracy of the proposed model. Both datasets
must be transformed to SVM format and gotten
through scaling process in order to avoid
attributes in greater numeric ranges dominating
those in smaller ranges. Besides that, this
process also wants to avoid numerical data
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representation difficulties during calculation.
The recommended linearly scaling each
attribute to the range [-1, +1] or [0, 1]. The
sample of dataset used in the experiment phase
is shown in Fig. 3.

Figure 3. Sample of Dataset

In this study, SMO algorithm is used in the
training process because it can handle
optimization issues and can produce more
accurate result efficiently. In this experiment,
in order to determine the most accurate
classification model, 10 randomize datasets
(R1-R10) were used in the experiment by
implementing 10 fold cross validation method
for training and testing process. The accuracy
of classification model for SVM techniques is
represented by the average of accuracy for all
randomized data. Table 2 shows the example of
model analysis for 10 randomized datasets for
10 fold cross validation.

TABLE 2. SAMPLE OF MODEL ANALYSIS

Training: Rl R2 R3 R4 RIO
Testing (%) (%) (%) (%) (%)

10:90 66.67 66.67 7410 70.38 51.85
20:30 6038 6415 5472 56.60 52.83
30:70 5513 5770 57.69 51.28 56.41
40:60 64.15 5566 4717 50.00 55.66
50:50 58.65 57.14 60.15 46.62 55.64
60:40 5220 5031 54.09 40.88 37.23
70:30 4332 48.13 56.68 51.34 47.60
80:20 46770 5000 47.64 4481 50.00
90:10 38.24 3529 4160 51.68 36.13
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The accuracy of the proposed model is based on
the percentage of evaluation test data (untrained
data) that are correctly classified.

4 RESULTS AND DISCUSSION

The accuracy of proposed SVM classification
model for both algorithms (SOM and Grid
Search) was determined based on the 10 fold
cross validation for ten randomized data.
Therefore, the accuracy of model for all
randomized data is shown in Table 3.

TABLE 3. THE ACCURACY OF MODEL

No Training  Testing Accuracy
1 S0 10 60.0
2 80 20 95.0
3 70 30 35.0
4 60 40 45.0
5 50 50 60.0
6 40 60 70.0
7 30 70 27.2
8 20 80 68.8
9 10 90 51.1

The result shows the highest accuracy is 95%
for 80:20 training and testing model and the
average of accuracy for 10 randomized datasets
is 56.9% that slightly low (<80%). In the
classification process, especially in model
construction, the accuracy of model should be
higher or acceptable enough in order to produce
a good model from the selected algorithm
before it can be applied to the actual data for
classification or prediction.

In this study, there are some probable reasons
regarding the accuracy of the model produced
by SMO algorithm. The selection of attributes
could be considered as one of the reason that
affecting the accuracy of the model. The
attribute selection process can be used to
determine the importance of attribute by using
some common methods such as Genetic
algorithm, Boolean reasoning and others.
Besides that, the number of datasets used in this
experiment probably not enough to represent
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the whole talent knowledge and should consider
in future work. Then, in data pre-processing
especially in handling missing value or missing
data the method used could be revising in order
to produce good distribution in datasets. In
model analysis phase, the higher accuracy of
model (80:20) is selected that is produced 68
rules. Fig 4 shows the sample of classification
rule generated using SVM classifier for the
selected model that has been transformed to
production rules.

1f (yvears_of_service.getText(}. equals("-
0.33") &&

(service as_senior.getText () .equals{"-1")
&& (service_as_assiociate.getText().

equals("0.4")
&& (service_as prof.getText ().
equals("0.6") && (no_research.getText().

equals("-0.68 ")

&& (no_chief research.getText{).equals("-
0.70M")

&& (national_ journal.getText{).
equals("0.47") &&
(s_award.getText () .equals("-1")

&& (national_preceding.getText{).
equals("-0.97")

&& (inter journal.getText().equals("-
0.64") && {inter_ preceding.getText (
) .equals{"-0.83")

&& (admin.getText () .egquals(®-1")&&
(r_award.getText () .equals("-0.5"))

{
}

Prediction.setText ("PROFESSOR"} ;

Figure 4. Production Rules Representation

The generated rules can be embedded into a
decision support system for employee’s
performance classification as a part of
knowledge-based system component in the
application. In model evaluation on untrained
data using proposed prototype there are 30
untrained data used for this purpose. As a
result, 19 data are correctly classified which is
about 63.3% accuracy and it is considered
acceptable for the datasets and it can be used in
talent classification.

As an example of application, the employee
achievement classification result is based on the
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production rules transformed from the proposed
SOM classification model that embedded in the
system as shown in fig. 5.
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Figure 5. Employee Achievement Analyses

5 CONCLUSIONS AND FUTURE WORK

In this study, SOM algorithm from SVM
technique is proposed as a classification method
for employee’s achievement classification. As a
result, the accuracy of model proposed by SOM
algorithm is considered acceptable and it need
some enhancements in order to produce higher
accuracy. In future work, the accuracy of
classification model can be enhanced by a
comparative study conducted using other SVM
algorithms such as Grid Search and Gabriel
graph algorithms that focus on reducing the size
of a training set. It would give a direction on
which algorithms can produce better result in
SVM algorithms. Thus, this algorithm will be
used as an altemmative method in constructing
classification rules for future achievement of
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employee identification. Besides that, the
attribute selection process should be conducted
using any attribute reduction techniques to
compare the accuracy of proposed model after
reduction whether it affect the accuracy of
model. As conclusion, the. ability to obtain new
understanding of SVM classification technique
in human resource decision system leads to the
imperative contribution in HR field especially
in talent management activities.
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ABSTRACT

Brain decoding, to decode a stimulus given to or a
mental state of human participants from measurable
brain activities by means of machine learning
techniques, has made a great success in recent years.
Due to large variation of brain activities between
individuals, however, previous brain decoding
studies mostly put focus on developing an
individual-specific decoder. For making Dbrain
decoding more applicable for practical use, in this
study, we explored to build an individual-
independent decoder with a large-scale functional
magnetic resonance imaging (fMRI) database. We
constructed the decoder by deep neural network
learning, which is the most successful technique
recently developed in the field of data mining. Our
decoder achieved the higher decoding accuracy than
other baseline methods like support vector machine
(SVM). Furthermore, increasing the number of
subjects for training led to higher decoding accuracy,
as expected. These results show that the deep neural
networks trained by large-scale fMRI databases are
useful for construction of individual-independent
decoders and for their applications for practical use.

KEYWORDS

FMRI, brain decoding, brain machine interface
(BMI), subject-independent decoding, deep learning

1 INTRODUCTION

Brain decoding is a technology to read out
(decode) a stimulus given to or a mental state of
human participants from measurable brain
activities, which has potential applications in
neuroscience-based engineering, such as brain
machine interface, neuro rehabilitation, and
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even therapy of mental disorders. Brain
decoding is usually based on machine learning,
especially, supervised learning framework; the
decoder is trained to associate brain activities as
its input and stimuli or mental states as its
output. Because brain activities are very
different between individuals, previous brain
decoding studies mostly focused on
construction of subject-dependent decoder for
each subject (e.g., [1], [2], [3], [4]). In practical
situations of applying brain decoding, however,
it may be difficult to collect sufficient data for
training subject-dependent decoders for various
reasons; especially in the scenario of BMI, the
subjects could be disabled, then they may not
be able to perform a number of task sessions to
collect sufficient amount of data. When
considering practical brain decoding technology,
construction of subject-independent decoders
based on extraction of subject-independent
features inside has been highly demanded. Here,
subject-independent decoders are required to
read out the brain activities of an unseen subject
whose data have never been used for training
the decoders.

With an interest in building subject-
independent decodes, in this study, we applied
deep neural network learning to a large fMRI
dataset which includes many subjects' data
when performing various kinds of cognitive
tasks. In particular, we used the Human
Connectome Project (HCP) dataset [5], which
is one of the largest public-available fMRI
databases. HCP includes fMRI data of over 500
subjects when they are performing seven kinds
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of cognitive tasks. The deep neural network
leaning has the potential to make the best use of
this ‘big data’; it recently attracts much
attention because of its high classification
performance in various artificial intelligence
issues, like image recognition, speech
recognition, and so on [6], {7]. Very recently,
some studies applied the deep learning
technique to analyses of fMRI data; Plis et al.,
[8] compared schizophrenia patients and
healthy controls, and Hatakeyama et al., [9]
presented an application to voxel-wise
decoding of hand motions. However, there has
been no study that used the deep learning
technique for subject-independent decoding of
cognitive tasks, especially with the help of big
data. To our best knowledge, this is the first
study, so would be important for allowing the
brain decoding technology to be applicable to
many practical situations.

2 METHODS
2.1 Data Acquisition and Preprocessing

In this study, we used the preprocessed task-
evoked fMRI data registered in the HCP Q3
fMRI database [5], [10]. The HCP dataset is
one of the largest open databases, covering
fMRI data during various types of cognitive
tasks. Here, we briefly explain key data
specifications and preprocessing procedure. For
more details, see HCP Q3 Release Reference
Manual{www.humanconnectome.org/document
ation/Q3).

FMRI data were acquired from eighty healthy
and unrelated adult subjects, by a Siemens 3T
Skyra, with TR =720 ms, TE = 33.1 ms, flip
angle 52°, FOV = 208x180 mm, 72 slices,

2.0x2.0 mm in plane resolution. Our fMRI

data have been applied by low level pre-

processing: removal of spatial artifacts and

distortions, within-subject cross-modal

registrations, reduction of the bias field, and

normalization to standard space [10]. To the

preprocessed fMRI data, we applied voxel-wise
z-score transformation, followed by averaging

over each anatomical region of interests (aROI)

to obtain robust features against the large inter-

subject variability of brain activities. AROIs

were determined by the automated anatomical
labeling method [11] for each subject, which
utilized the anatomical predefinition in terms of
templates in the WFU PickAtlas [12]. After
these preprocesses, the dimension per fMRI
scan was 116.

Each of the eighty subjects performed all of
seven tasks: emotion, gambling, language,
motor, relational, social and working memory
(WM), for two runs, and each cognitive task
continued for different time duration (see Table
1). The experimental design of each task is
sumimarized below. See Barch et al., [13] for
more details.

1. Emotion: this task was a modified version
of Hariri et al., [14]. Participants were
required to match one of two
simultaneously presented images with a
target image (angry face or fearful face).

2. Gambling: participants guessed the
number on a card in order to win or lose
money. See Delgado et al., [15] for more
details.

3. Language: after listening to a brief story,
participants were asked a two-alternative
forced choice question about the topic of
the story. See Binder et al., [16] for more
details.

Table 1. Number of scans per run and run duration (min),

Emotion Gambling Language

Motor  Relational  Social WM

Scans 176 253 316
Duration 2:16 3:12 3:57

284 232 274 405
3:34 2:56 3:27 5:01
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4. Motor: participants were requested to
move one of five body parts (left or right
finger, left or right toe, or tongue)
instructed by a visual cue [17].

5. Relational: this task was a modified
version of Smith et al., [18]. Participants
answered a second-order question between
two pairs of objects, whether or not these
pairs share the mismatch dimension
(texture or shape) across the pair.

6. Social: participants were asked if objects
in video clips interacted in some way or
not. These videos were taken from either
Castelli et al., [19] or Wheatley et al., [20].

7. Working memory: two-back working
memory task and zero-back working
memory task with four different types of
picture stimuli (places, tools, faces or body
parts).

2.2 Decoding with Deep Learning

The objective of deep neural network leaning
was to acquire the input-output relationship
with the input being the fMRI signals and the
output being their labeled task classes, i.e., the
category of cognitive task performed by the
participants. For example, each fMRI scan
during the participant performed the emotion
task was labeled as ‘emotion class’. Then, the
deep neural network was required to solve the
classification problem into seven classes

according to the supervised learning framework.

As shown in Table 1, the number of scans in a
single run was different between the tasks. To
avoid harmful influence stemming from this
difference in the data number, we resized the
number of samples by randomly sub-sampling
for each participant, hence the number of
samples per run became 176, common for all
tasks. This number 176 was the same as the
smallest scan number per run among the seven
tasks. Hence, the total sample number in the
dataset was 176x2x80 for each class. The
architecture and learning method of deep neural
networks used in this study are similar to those
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previously used in the MNIST classification
experiments of Hinton et al., [21].

A mneural network was configured as a feed-
forward network incorporating L hidden layers,
The internal potential of the i-th unit in the {-th
hidden layer a,g) (l=1,--L) is given as a
weighted summation of its inputs:

=
0 _ (o _(-1) )]
a;’ = Z Wi Z; + b (D
=1

where wi(;) and bim are a weight and a bias. n;

is the number of units in the {-th hidden layer,
which was set at n; = 500 for any [ > 0. z(®
denotes the input vector x to the network, hence
np equals to the input's dimension d{=116).

-
z® = (zf),---,z,(l?) represents the output of
the I-th hidden layer and is given by applying a
nonlinear activation function f to the internal

potential as
! !
2 = f(a®). @

Here, ReLU [22], a piecewise linear function
max(0, x), was used for the activation function
f. Usage of ReLU for the activation function
has a couple of advantages; its piecewise
linearity can save the computational cost to
calculate its derivative, and its non-saturating
character prevents the learning algorithm from
halting due to gradient vanishing of nonlinear
activation functions.

The last hidden layer was connected to the
softmax (output) layer, so that the output from
the k-th unit of the output layer was interpreted
as the posterior probability of class k, given by

P(Y = k|x, W)
~ exp(Z}";l Wi zj(’“) + bk) 3)
Zl’f":l eXp ( ;1_i1 kaj ZJ-(L) + bk.l')
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where K(= 7) is the number of classes, and W
denotes all the parameters (weights and biases).
Y is a random variable signifying the class to
which x belongs.

We used a negative log-likelihood as the cost
function of the learning

N
L(W) = -Z log P(Y;, = tulxn W) (@)

n=1

where {(xq,¢,), -, (xy, ty)} constituted the
given dataset, t € {1,--,K} denotes a class
label. To minimize the above cost function,
minibatch stochastic gradient descent (MSGD)
with a momentum was introduced so that the
stochastic gradient descent was performed
every 100 samples:

W,=W;,+v, (5)

aL (w)
vy = pp¥e-g — (1~ pne (6)
aw Wew,_,

where L' is the cost function for the cached
subset of 100 samples in the minibatch, and 7,
and p, are the learning rate and the momentum
rate, respectively. The leaming rate 7, started
with gy, then was exponentially decreased as
¢ =TNg—1 - The momentum rate p, was
increased linearly from pg to pige = 0.99; after
100 times updates, p, was fixed at pyge. When
searching for appropriate values of the hyper-
parameters (7,7, Po, ), we used random search
rather than grid search [23], in which g, 7, g
and ! were randomly sampled from their
individual uniform distributions on the intervals
[1.0,20.0] , [0.95,0.9999] , [0.4,0.6] and
[3.0,20.0] respectively. The best parameters
were chosen among 9 combinations of

(170, 7 20, D).
Each weight was initialized as a small value

randomly sampled from a zero-mean normal
distribution with the standard deviation of 0.01,
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and biases were initialized to zero. During
learning, the weight vector of each hidden unit

=
(wi(ll), -, Wi(??:-l) was not allowed to make its
L3 norm larger than a fixed positive constant m.
If the L, norm of the weight vector got larger
than m after each update, it was simply divided
by the norm and then multiplied by m. This
upper bound setting of the norm enabled the
initial learning rate to be fairly large, by which
we expected accelerated learning. Early
stopping was also adopted. If the decoding
accuracy for the validation dataset did not
increase for 200 learning epochs, then learning
was terminated. Even if the early stopping did
not occur, the whole learning procedure was

terminated after 5000 learning epochs.

For avoiding over-fitting, we used the dropout
technique [21]. During training, the activity zi(l)
was randomly replaced by 0 with probability p.
We set p = 0.5 for hidden units and 0.2 for
inputs. This dropping out of activities plays a
role of regularization and is expected to prevent
the decoder from acquiring subject-specific
features. When testing the trained neural
network, on the other hand, all the nodes were
activated, but their weights were multiplied by
1 — p, to make the mean activity level of each
network element consistent between the
training phase and the test phase (see Fig. 1).

The trained neural network was tested by
unseen data. Since in this study we expect the
deep neural network can extract subject-
independent features based on training from the
large-scale fMRI database, we examined
subject-transfer decoding performance. In
specific, we executed 8-fold cross validation, or
equivalently, leave-10-subjects-out  cross
validation;: the whole dataset of 80 subjects
were repeatedly separated into a training dataset
of 70 subjects and a test dataset of the
remaining 10 subjects. In addition, 10 subjects
were randomly taken from the training dataset
of 70 subjects to construct a validation dataset,

63



Proceedings of the International Conference on Data Mining, Internet Computing, and Big Data, Kuala Lumpur, Malaysia, 2014

which was in turn used for determining hyper-
parameters and early stopping criterion.

Training

Outputs @ f*} {3
B4 &

Hidden .4

Hiddan ;N,;, o

F v ¥ A, AR, A
Subjects for training Subjects for testing

Inputs

Figure 1, Training and testing a deep neural network
in subject transfer decoding. (Left) When training a
deep neural network, we used a dropout technique for
regularizing the neural network leaming; when
leaming a single example in the training dataset, a half
of hidden units and 20% of input units were ignored
without emitting their outputs to the network or
leaming. (Right) When testing the trained deep neural
network, all the units were activated, whereas the
weights of the hidden units were lowered into their
halves to be balanced with the training situations. Due
to the setting of subject transfer decoding, the test data
were from the test subjects other than the training
subjects included in the training dataset.

3 RESULTS

First, we compared the decoding accuracy of
the deep neural networks with those of other
baseline methods. We ftrained three neural
networks with one, two and three hidden layers,
and another network with two hidden layers
(L = 2) without dropout and with sigmoid
activation functions; the last one was to know
the improvement achieved by the dropout and
ReLU. As baseline methods, logistic (softmax)
regression, which corresponds to 0-hidden layer
neural network, and SVMs with linear kernel
and RBF kernel were trained; SVMs were
configured to be one-versus-the-rest multi-class
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classifiers. Deep neural networks and logistic
regression were implemented by Theano {24],
and we used a learning kit ‘scikit-learn’ [25] for
SVM. Hyper-parameter was determined such to
maximize the decoding accuracy for validation
dataset. Since the number of hyper-parameters
was different between the competitor methods,
nine sets of hyper-parameter values were
examined and the best set was selected in each
method. The logistic regression had a learning
rate hyper-parameter, and the linear-kernel
SVM had a regularization hyper-parameter C.
The RBF-kernel SVM had a couple of hyper-
parameters, a regularization parameter € and a
kernel coefficient y; in this case, we used grid
search for the best combination of € and y over
3%3 = 9 patterns. The results are summarized
in Fig.2. The three neural networks with
dropout and ReLU activation showed
reasonably good decoding accuracy of more
than 45%. Their decoding accuracies were
higher than those by the other baseline methods
and the chance level of 14.29%(=100%/7).
Especially, the deep neural network with two
hidden layers exhibited the best decoding
accuracy of 48. 24 %. Linear methods, the
logistic regression and the linear-kernel SVM,
showed poor decoding accuracies comparable
to the chance level, clearly showing the
advantage of the non-linear decoding methods.
These results suggest that the deep neural
networks were more effective in extracting
subject-independent features within its non-
linear architecture, leading to higher subject-
transfer decoding accuracies.

Second, we examined how the subject-transfer
decoding performance behaved when the
number of subjects included in the training
dataset was increased from 20 to 70. In this
evaluation, we compared the deep neural
network with two hidden layers (L = 2) and
the RBF-kernel SVM. For each number of the
training subjects, we took 10 subjects to
construct a validation dataset to tune the hyper-
parameters. The results are displayed in Fig. 3.
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As the number of training subjects increased,
the performance of the deep neural network
also increased as expected; this would be owing
to the improvement of subject-independent
features extracted by the network as the number
of training subjects increased. Although the
same character was observed in the SVM
learning, its performance was consistently
inferior to that by the deep neural network. This
result implies that the subject-transfer decoding
would become more practical if we can access
to larger brain signal databases including even
larger number of subjects. Such good usability
of ‘big data’ was naturally incorporated by the
non-linear learning scheme based on deep
neural networks.

Accuracy [%]
= [ %) W [ 1] Fey F-9 w
L = [¥,] o LE] [ L% (=]

104

Figure 2. Comparison of decoding accuracy
between the deep neural networks and other
decoding methods; they are logistic regression
(vellow), which corresponds to 0-hidden layer
neural network, SVMs with linear kernel and RBF
kernel (blue), and deep neural networks (NN) with
one, two, and three hidden layers (light red). The
training of the neural networks were performed with
Rel.U and dropout. For reference, decoeding
accuracy of NN without dropout and with sigmoid
activation functions is also shown (magenta). Each
error bar is the 95% confidence interval of the
decoding accuracy. A red dotted line denotes the
chance level.
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Figure 3. The accuracy (in terms of the subject
transfer decoding accuracy) against the number of
subjects included in the training dataset. The red
and blue curves depict the accuracy of deep
neural network (number of hidden layers, L = 2)
and SVM with RBF kernel, respectively. The red
and blue shaded regions correspond to the 95%
confidence intervals.

Fig. 4 shows the time-series of the decoder’s
prediction by the deep neural network with two
hidden layers, which showed the best subject-
transfer decoding accuracy in the 8-fold cross-
validation. We show the average of the
decoder’s outputs, corresponding to the average
posterior probability that the task is belonging
to each of the seven classes, along the time
profile of sessions of each task class. This result
shows that some cognitive tasks (e.g.,
language) were relatively easy to discriminate,
but some others (e.g., WM) were somehow
difficult. Such discriminability would be
dependent on the distance in the feature space
between task classes. Moreover, we observe
some zig-zag patterns in the decoder’s class
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prediction, as typically seen in panels (d), (e) detected difference in the brain activities
and (f). These patterns occurred because there between task periods and resting periods in a
were resting states between two subsequent task data-driven manner.

sessions. That is, the decoder, which is nothing

s EMOTION e | ANGUAGE — RELATIONAL —_— WM
—— GAMBLING - MOTCR - SOCEAL
1
{(a)
AR et R Pormswin 3 ek e T T N TR Vi ¥
10 20 40 60 80 100 120
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Figure 4. The time-series of the class prediction by the deep neural network with two hidden layers. We show
the average of the decoder’s outputs, corresponding to the average posterior probability that the task is belonging
to each of the seven classes, along the time profile of sessions of each task class: (a) emotion, (b) gambling, (¢)
language, (d) motor, (e) relational, (f) social, or (g) WM. Each single time-series in each panel corresponds to the
decoder’s output representing the respective posterior probability for each of the seven classes, whose color is
defined in the inset. The shaded color denotes the standard deviation.
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4 CONCLUSION

In this study, we proposed to use deep neural
network learning for constructing task
classification decoders trained by a large
dataset from a public fMRI database. The
trained decoders were also available for
subject-transfer decoding. As a result, our
approach based on deep learning achieved the
higher decoding accuracy than other baseline
methods, and got even improved as the number
of training subjects increased. We thus
concluded the deep neural network learning
was ready for obtaining subject-independent
non-linear features from a ‘big-data’ of brain
activities, and then for applying to subject-
transfer decoding, which is an important
methodology for making the brain-machine-
interface more practical in realistic situations.
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ABSTRACT

In this paper, a new method proposed for
finding and extracting the SRRs. The method
first detects content dense nodes on HTML
DOM and then extracts SRRs to suggest a list
of candidate HTML DOM nodes for a given
single research result Web page instance.
Afterwards an evaluation algorithm has been
applied to the candidate list to find the best
solution without any human interaction and
manual process. Experimental results show that
the proposed methods are successful for finding
and extracting the SRRs.

KEYWORDS

Automatic Web extraction, deep Web, meta-search
engines, search result extraction, tree similarity

1 INTRODUCTION

World Wide Web (WWW)} is generally
categorized into surface web and deep web with
respect to ease of accessibility by agents.
Surface web is conventional and has been
crawled by all search engines since the
invention of Internet. Academic researches on
deep web have been expanded for last decade
after the term “Deep Web” introduced at 2000
[11]. The number of web databases reached by
agents is approximately 25 million pages at
2007 [5], [6].
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The number of public accessible web data
sources, Deep Web or Web databases, has
increased continuously [4]. When compared to
traditional databases, Web data is public and
entirely accessible. However, web results
obtained from search engines are quite difficult
to extract. Generally, Web data results are
represented in a markup language like Hyper
Text Markup Language (HTML). Especially
mash-ups and meta-search engines have to
refine the Web results from the inorganic
results like ads and some of other visual HTML
elements.

Accessing and reusing a web search results in
programmatic environument provides easiness in
Web data mash-ups, meta-search engines, Web
mining and Social web mining. However, there
is no well-defined way to fetch the results of
public search engines. Some of them may
provide an Application Programming Interface
(AP]) for applications to access, however this
kind of support is not life time guaranteed and
may be terminated abruptly. On the other hand,
it is not a common practice for search engines
and in fact the most of the search engines do
not provide an APL

In meta-search engines and data mash-up
systems, the result list gathered from public
web search engines are called Search Result
Records (SRR). Many studies have been
proposed to extract web results automatically
[12], [13], [14]. Two Popular categories of
approaches in automatic deep Web extraction
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are wrapper induction and automatic template
generation. In addition, hybrid approach can be
mentioned as another category.

A wrapper is used for web extracting systems in
the wrapper induction applications. Wrapper is
referred to as different functional ability in
different studies [9]. However, it is defined as
general meaning of any predefined code or
symbolic definition used for web result
extraction in this paper. Wrapper induction
based approaches generally follow three steps:
(1) wrapper generation, (2) wrapper execution
and (3) wrapper maintenance. A wrapper must
be defined or generated prior to usage by a
developer, a user or software. After that, Web
SRR can be extracted by executing the wrapper.
Since Web resource templates change from
time to time, wrapper has to be adjusted
accordingly.

Another popular Web extraction category is
automatic template generation [3]. This
approach assumes that HTML result pages are
generated by server side programs and results
are located in common patterns. Automatic
template generation approaches generally use
tree structures to find repeating patterns [10].
While some researchers focus on visual items
[4], [7] and use visual block trees; some other
researchers uses HTML tag trees [8], [9].

A Web page containing web search results
usually has a regular pattern to show the results
but sometimes significantly different results
may be found within the same result list, as
shown in Figure 1. We call “irregular SRR” to
this kind of SRRs. Irregular SRRs complicates
detection of the repeating patterns. In addition,
some of SRRs may contain HTML rich content
and this introduces additional challenge to find
the exact position of parent HTML nodes of
SRRs.

In this study, a new approach has been

developed for SRR extraction without any user
interaction and manual process.
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Figure 1. A sample Google search result containing
some irregular SRRs.

Compared to existing approaches, this study
has three contributions.

* A new method has been proposed for
automatically detecting SRRs with a
single search result page instance.

o Irregular SRRs are included in
extraction process.
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e The method is evaluated on a common
Web databases and large variety of
search results.

This paper is structured as follows. Related
work is discussed in Section 2. In addition to
describing approach, Section 3 also discusses
the developed content density algorithm.
Section 4 presents the test environment and the
last section concludes the study.

2 RELATED WORKS

There have been many studies on Web result
extraction in the literature. [12], [13] and [14]
presents different methods and classifications
of the main Web result extraction approaches.

The earliest studies have manual approaches
based on wrapper induction in which a
manually labeled web page instance is used for
learning Web result extraction.

Later the development focused on wvarious
semi-automatic and automatic approaches.
Semi-automatic methods can be classified into
string based techniques and tree-based
techniques. Wien [17] and Stalker [18] are
examples of string based techniques. Web
results are assumed as a flat-sequence of strings
and delimiter sections are determined by the
help of manually labeled training web result
documents in these studies. W4F [15] and
Wrapper [16] parse web documents info
hierarchical trees (Document Object Model
(DOM)  trees) rather than flat-string.
Afterwards, with the help of labeled training
instances, a set of delimiter based rules is
generated.  Since string based and tree-based
semi-automatic =~ methods need  human
intervention, they are mnot appropriate for
today’s huge amount of Web data extraction
processes.

In order to deal with the scale of deep Web,
recent studies have advanced the automatic
approaches [2]. IEPAD [19], MDR [20],
RoadRunner [3], EXALG [21], DEPTA [22],
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Tag of Path [8] are some examples of studies.
Automatic extraction approaches can be
categorized according to their input data
requirement before the operation.

IEPAD and MDR are focused on extracting
Web results from only one Web page. While
IEPAD identifies repeating substrings as
tokens, MDR uses aggressive approach based
on similarity match between two segments.

RoadRunner, EXALG and DEPTA use more
than one page to extract the web results.
RoadRunner, takes an initial web page as
template and adjusts it for other pages,
accordingly. EXALG assumes that any
repeating tokens similar in different web pages
are web results. DEPTA uses HTML DOM
based partial tree alignment for finding the Web
result section.

In the complex networks literature, "Estrada
index" is used as a measure of centrality and
computes importance values for each node [24],
[25], [26]. Although node importance values
can be used to find similar nodes; Estrada Index
is not aware of tree node structure, which is
essential in HTML tree processing context.

SRRs detection process has been categorized as
visual tree processing approaches and HTML
node processing. In this paper HTML node
processing methods have been used. Tag of
Paths [8] and Ranking XPaths [9] are most
recent studies in this category. While Tag of
Paths uses a vector representation to find the
repeating HTML tags, Ranking XPaths
approach uses the rank of XPath queries for the
same purpose.

Ranking XPath assumes all of the SRRs are

similar and assumes that there should be no
outliers.

71



Proceedings of the International Conference on Data Mining, internet Computing, and Big Data, Kuala Lumpur, Malaysia, 2014

3METHODOLOGY

Main goal of this study is to create a new
algorithm to suggest a list of candidate HTML
DOM nodes for a given single research result
Web page instance. Afterwards an evaluation
algorithm is applied on the candidate list to find
the best solution without any human interaction
and manual process.

Thanks to the advances in information
retrieving techniques, different irregular SRRs
have been represented in search results as
shown in Figure 2.
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Figure 2. Irregular SRRs are very comimnon

The most of well-designed search result page
dedicate the major part of content to search
results. For this reason, SRRs have to be
located around the dense content regions. In
[4], the threshold value of a data region ratio to
the whole page content region is taken as 0.4.
Although, it works well for much more of
search result pages, the experimental results
show that when search engines show more
advertisement within the SRR page, a better
result can be obtained by using 0.2 as threshold
ratio.
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The proposed approach has five steps:

¢ Generate candidate nodes by calculating
content size factor (CSF) and content
density for each node.

e Distinguish regular nodes and irregular
nodes using the value of content density
for all candidate nodes.

e Reduce tree complexity in -SRRs by
removing certain visual HTML tags like
<b> and <strong>.

e Only regular nodes are evaluated by tree

- edit distance algorithm,

e Best scored nodes which located under

the same node are returned as SRR list.

Content size factor shows the size of content
and can be calculated for text and image
differently. While, length and font size are used
for the text content, width and height are used
for image content to calculate CSF. CSF based
content density has been calculated for each
candidate node by the equation as shown
below:

Content density = __F ¢9)
Sub node count

In Table-1, first and second lines have potential
to be irregular SRRs. The last three rows seem
to be regular SRRs.

Table 1. A sample of candidate node for a sample search
query

Node Path # of sub Content Content
nodes size factor | density

table/tbody/tr/t 3 4253 1417

d/ diviol/li

table/tbody/tr/t 1 2548 2348

d/ div/ol/i

table/thody/tr/t 2 1186 593

d/ diviol/li

table/tbody/tr/t 2 1340 670

d/ div/ol/li

table/tbody/tr/t 2 1441 720

d/ div/ol/li
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In order to evaluate the candidate nodes,
similarity score is calculated for only the
regular SRRs, rather than all SRRs.

Braces organized representation and tree edit
distance algorithm [23] is wsed for visual
representation during the evaluation process as
shown Figure 3.

{a{b}{c{dHe}}}

ﬁgure 3. A tree and the braces tree representation
belong to this tree.

An ordinary SRR, HTML code, braces tree, and
simplified braces tree are as shown in Figure 4.
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Figure 4, An ordinary SRR, HTML code, braces tree
and simplified braces tree representation
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Because of the structure of HTML document, a
SRR DOM may be very complex. Therefore,
the tree structure should be simplified by a
content flattening process as shown in Figure 5.

ChiD CHiD
Ch3D 3D
Con D
> Ca>
text ) 0 text

Figure 5. A section from SRR DOM tree and its
simplification

The simplification process flattens and merges
all content based sub trees to the upper level
node in order to simplify similarity comparison.

In some cases, some irrelevant (i.e. page
numbers) information has been rendered in the
same node with irregular results. To eliminate
non-SRR  information, irregular results of
chosen node are evaluated by extra filters.

4 EXPERIMENTAL RESULTS

The proposed method has been evaluated on

leading search engines with a keyword list.

The keyword list has been built manually from

different domains. The number of wused

keywords is 500 and domains are listed below:
e (Google Search Trends (150 keyword)

AOL Search Trends (100 keywords)

Indeed.com (10 trending job keywords)

Amazon.com (top seller 15 items)

Ebay (top 20 search keywords)

Twitter (top trends 5)

IMDB (top 200 movie title)
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Experimental results show that 88 percent of

the search results include at least one irregular
SRR.

Three different search engines have been used
for testing the proposed method. Precision and
recall have been calculated for all search
engines. Precision and recall equation is shown
below:

precision = | true positives | 2
| true positives | +| false positives |
113
recall = | frue positives | 3)

| truee positives | +| false negatives |

Table 3. Precision and recall values for different search
engines

precision recall
Search engine 1 %98.3 %497.1
Search engine 2 %97.5 %96.4
Search engine 3 %90.6 %87.8

According to experimental results, a well-
designed search result page has been obtained
from the proposed method.

5 CONCLUSIONS

A new methed has been developed for finding
and extracting the SRRs. The method first
detects content dense nodes on HTML DOM
and then extracts SRRs.

Experimental results show that the proposed
method is successful for finding and extracting
the SRRs without any human interaction and
manual process.

In future works, with the help of semantic

concepts, the result may align to a type
automatically.
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Abstract— Server Monitoring Using Android Devices is an
application which Using Android operating system devices (o
monitor Windows servers. This software allows network
administrators to monitor resources and the status of the servers,
such as CPU utilization, RAM usage, Hard Drive /O activity,
storage space and running services and processes remotely and
easily through an Android phone or tablet by even a poor
internet connection.

Keywords-component; Server Monitoring; Windows Server

Mounitoring; Android Application; Andoreid Devices; SOAP
Technology

L INTRODUCTION

Nowadays, World Wide Web (WWW) through the Internet
has been changed the aspects of human life, like
communication ways, knowledge and cultures. In additional,
business owners and investors have appreciated the importance
of Internet. Among them, Internet and technologies have been
grown excessively. So, that the communication ways are much
casier to use. Today, there are lots of server machines which
provide the network services such as web servers, file servers,
database servers and more. In order to ensure the servers
function properly and provide high quality of services, they
need to be monitored by network administrators all the time.
Besides, most people are using smart phones and tablets with a
variety of applications and mobile internet connections, thus
server monitoring application via Android would be a useful
solution especially for whose positions related to networking.
By using this application, network administrators are able to
monitor multiple servers anytime and anywhere, and
meanwhile, they can spend their time on doing other tasks far
from the servers.

A. Rationale

Nowadays remote access to computers via the mobile
devices has become more popular. The reasons are that it is
more convenient to carry a cell phone rather than computer,
and also, employees need to have access to their documents
remotely. Accordingly, a server administrator needs to access
the server to monitor its resources and status to make an
appropriate action in the event that the server is suffering a
problem or crash.

In order to minimize the current payments for server
monitoring, a solution which makes the server administrators
able to monitor the servers (In this case Windows servers)
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remotely, quickly and easily and consequently, minimizing the
number of employees who monitor the server on the
company’s premises may help. “Server Monitoring Using
Android Devices” is software which allows a server
administrator to monitor the server and its resource status, such
as remaining storage space, memory usage, CPU usage, and
hardware device temperatures remotely.

B. Problem Statement

In order to ensure customers’ satisfaction and avoiding
business losses, servers need to be monitored continuously to
minimize the downtimes and maintain the performance.
However, hiring persons to monitor the company’s servers
needs a large amount of budget in the aspect of human
resource, Indeed, the company is paying for the employees
who have nothing to do in most of the times.

On the other hand, monitoring CPU temperature aids, to avoid
damage, low response time and short lifespan of the system.
Moreover, monitoring usage of RAM helps avoid low response
time. Furthermore, monitoring status of Hard Drive helps to
monitor activity and availability of the Hard Drive in order to
avoid high activity and low disk space which can be due to
decrease the performance of the server, even make it
unresponsive. Additionally, monitoring Bandwidth Usage
prevents bandwidth bottlenecks and increase the response time
of the server.

C. Aim

Server Monitoring Android Application consists of
designing and implementing a system to allow network
administrators to monitor the server and its resources status
such as temperature and utilization of CPU, status of RAM,
status of Hard Drive I/O activity, status of bandwidth usage of
network devices, server storage and running services and
processes remotely. Besides that, the network administrators
are able to view the history of the servers as well. This
application is able to connect to the server automatically in
desired intervals to retrieve and record server information. The
application allows the network administrators to monitor:

+ Temperature of CPU remotely.

» Utilization of CPU remotely.

+ Status of RAM remotely.

» Status of Hard Drive I/O activity remotely.
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= Status of bandwidth usage of network devices remotely.
» Server storage remotely.
+ Running services and processes remotely.

II. METHODS

This project consists of two major steps: research and
development.

A. Research

The Stage of the research is collecting knowledge and
information from journals, conference papers, books and other
valid academic resources. Also, questionnaires via internet or
hard copy user surveys are used to collect information. Based
on the distributed questionnaire to target respondents who were
25 persons including network administrators, network
managers and [T managers, all the preliminary requirements
have been gathered and analysis of questionnaire aids collected
information to be meaningful. Analysis answers were useful to
find the requirements for this proposed system. Through
questionnaire analysis some items such as popularity of
Android and Windows operating system in network industry,
reasons of server monitoring, important metrics which
application should support, and finally the willingness of
network administrators are clarified.

B, Evaluating a Popular Monitoring System

OpManager network monitoring which is web-bases
software is introduced. OpManager monitor network in several
aspects which covers fault, Configuration, Accounting,
Performance, Security (FCAPS) including performance of
network and server monitoring, fault management, security
management, configuration management and accounting
management. OpManager monitors the Active Directories on
the Windows Servers and shows the statistics of them about the
number of users, computers, inactive users, active users
domain based and aggregately up on monitor request. It is also
capable to collect the information from Unix-based operating
systems and their accounting status. OpManager monitors the
event logs of the servers constantly. By monitoring this logs,
especially the security logs of the servers, it alerts the monitors
in the case that a suspicious activity detected. Moreover, it
monitors the firewalls including hardware and software, and
also antivirus sofiware all over the network, For example, it
alerts the meonitors if antivirus software is out of daie on a
specific computer or a firewall is not configured properly.
Furthermore, it is capable to monitor specific files or folders on
any server or computer for security reasons. It alerts the
monitors in the case of suspicious activities.

OpManager will be installed on a Windows server as a
Windows service. It enjoys a web-based graphical user
interface by bundled web server by the software installer, The
TCP/IP port used to serve the GUI is selectable by the system
administrator during installation. The main advantage of a
web-based GUI is that the OpManager interface will be
accessible across the network by the monitor employees.
Furthermore, OpManager may have more than one user [1].
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C. Comparison of OpManager and Server Monitoring Using
Android Devices

Table 1 shows the comparison of OpManager and Server
Monitoring Using Android Devices.

Table 1. Comparison of OpManager and Server Monitoring Using Android

Devices
Software Android
Specification OpManager naro
pHianage Application
Platform WII‘!dOWS, Android
Linux
ul Web Android
application
Installation Needs server Does not need
server
Portability Medium High
Protocol SNMP SOAP
Router,
Devices Server, Server
Switch
Minimum
Cost 1995 § About 105

As the table 1 shows these two systems are quite different
from each other. They have the same goal which is
monitoring, but their performances are different. The platform
used for OpManager is Windows or Linux and it needs to be a
dedicated server while in this system is Android and it does
not need specified server. Also, user interface in OpManager
is Web, and it uses SNMP protocol, but in this system would
be Android application and the protocol is SOAP. Moreover,
OpManager is able to monitor routers, servers, and switches
while this proposed system can monitor only servers. On the
other hand, the portability of OpManger is medium contrast
this system is high. Finally, the price of OpManager compares
to this system is much higher, Therefore, even though
OpManager offers more features, this system is designed to be
personal, simple, easy to use and portable. Also, in the aspect
of prerequisites, the proposed system does not require high
cost hardware and can be installed and used by anyone with a
low networking knowledge.

D. Prototype Development

Server menitoring using Android device prototype is
distributed software which consists of client-side application
known as android application, and server side application
which is a web application.

Server side application provides the information regarding the
status of a server such as CPU usage, memory usage, network
load etc. for android application installed on network
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administrator’s smart device. The technology used for
interoperability is Simple Object Access protocol (SOAP).

Figure 1 illustrates the Use Case diagram for Android
application prototype. This prototype is designed specifically
for the network administrators to monitor the servers remotely
using Andreoid devices. This application enable the network
administrators to handle their tasks effectively and more
convenient as monitoring and decision making can be done at
anytime and anywhere.
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Figure 1. Use Case for Android Application

Figure 2 illustrates the Use Case diagram for server
application of this project.
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Figure 2 - Use Case for Server Application

III. TECHNOLOGIES USED FOR PROTOTYPE DEVELOPMENT

The prototype developed using several integration of
technologies as discuss in this section.

A. Programming language

Server Monitoring Android App project requires two sides
of programing; the first part is a Server Side Application and
the second part is Client Side {Android) Application. So, each
of them requires a different type of programming language.
For Server Side Application C# to develop a web service and
For Client Side Application Java would be suitable
programming languages to an Android application.

B. Android Development

Android is a new open source platform for mobile devices
which produced by Google company. Android is designed to
be a complete software stack. It includes an operating system,
middleware, and core applications. It is designed to facilitate
the development process. Security developers can easily work
with and rely on flexible security controls. Also, it is a very
intuitive operating system, and users are able to understand
easily how applications work and control applications.

C. Java Programming Language

All Android applications are natively developed by using
Java programing language. Java has powerful libraries which
they are created to help developer to build applications easier.
Java enjoys several advantages. Firstly, it is object oriented,
Secondly, it is easy to learn, understand and use. Moreover, it
is developed and designed to be an independent platform, and
to be secure and use a virtual machine to run on multi-
platform. Finally, it has special strength in the servers and
middleware. Typically, Android applications are developed
by using Java and benefit these advantages. For example
Android SDK has a large number of standard Java libraries
such as networking libraries, graphics libraries, data structure
libraries and more. So, it helps developers to build awesome
Android applications [2].
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D. Using Android Virtual Device for Android Development

AVD (Android Virtual Device) is a device configuration
and allow the developers to model actual device by
recognizing hardware and software. They are able to emulate
by Android Emulator, Moreover, AVDs able to be configured
and run on any version of Android. Therefore, AVD let
developer to create several configurations to test many
hardware and Android platforms. When the application is
running on the emulator, it will able to use the services of
Android platform such as play audio and video, store and
retrieve data, access the network and create themes. Also,
developer can use a variety of commands and options to
control and change the performance of the application [3].

E. C# Programming Language

C# (pronounces as “C sharp”) is one of the most powerful
programming languages, recent nine years created by
Microsoft for the major part of its .NET initiative. C#
developers created it with inspiration from Java and Ch+
programming languages. It is multi paradigm, object oriented
programming language and suitable for deployment in a
distributed environment. Also, it helps developer to creaie
portable applications. It can support the principles of software
engineering such as array bounds checking, strong types and
automatic garbage collection. C# is able to use XML
(Extensible Markup Language) and SOAP (Simple Object
Access Protocol) to allow access to programming object, so the
programmer does not need to write extra code. Using C#
programming language makes the process of developing faster
and less expensive [4].

F. Web Services In .Net

Web services are methods for communication between
devices. Web services help developer to create distributed
application much easier to design and develop. In fact, web
services enable a remote consumer to run it based on the given
parameters and get the result over HTTP protocols. It can be
considered as a set of remote functions for a developer. [5] The
advantage of web services is that they are not relative to
specific technology because they use XML or other global
common independent languages for communication. On the
other hand, developer can use it in most of the development
scenario. [6] .NET uses the web services as the main protocol
to establish communication between applications [7].

G. SOAP Web Services

SOAP is a lightweight protocol for transmitting information
in a decentralized, distributed environment. SOAP is an
Extensible Markup Language (XML) based protocol which
contains three parts: an envelope that defines a framework for
describing what is in a message and how to process it, a set of
encoding rules for expressing instances of application-defined
data types, and a convention for representing remote procedure
calls and responses [8].
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In aspect of security, SOAP benefits a high level of security.
Authentication and authorization in sending messages can be
applied to SOAP web services. Furthermore, encryption can be
applied to the messages between the source and destination to
secure the message, for example using the SOAP over the
HTTPS protocol instead of HTTP can encrypt the message to
ensure that the message cannot be modified and read the

middle of the way. [9]
SOAP oves HITP—>]

Wab Service

Gllent Application
Figure 7. SOAP Web Services

H. Advantages of SOAP over DCOM

There are difterent protocols proposed for communication
among software components of the distributed software.
Distributed Component Object Model (DCOM) and Simple
Object Access Protocol (SOAP) are popular protocols which
are mainly developed by Microsoft. One popular protocol is
DCOM. DCOM is a major methodology in distributed
computing on the Windows platform. Although it makes
developers’ work less difficult by hiding many complexities of
client-server application development, DCOM has two major
disadvantages. Firstly, it is only mature on Windows and is not
suitable for cross platform communications. Second,
implementing DCOM applications in a corporate environment
are difficult where communication needs to be performed
across firewalls. In contrast, another technology which is
SOAP is based on two protocols; XML and HyperText
Transfer Protocol (HTTP), a variety of platforms, such as
Windows and Android are compatible with these protocols
[10].

In summarize, SOAP is compatible with all platforms and it
functions on the HTTP protocol, it is a more appropriate option
for interoperability.

I SQLite Database Management Systent

SQLite database does not need a setup procedure or
administration of the database in Android. Android is able to
support SQLite database completely. After defining the SQL
statement to create and update the database, the Android
platform will manage database automatically. The database
will be saved in the application data directory by default, if an
application creates a new database. It is an open source
database and able to support relative database features such as,
SQL syntax, transaction and prepared statements. SQLite does
not require amount of large memory at runtime, so it’s a good
choice for embedded database. SQLite provides type of data
like, TEXT, INTEGER and REAL which they are comparable
to STRING, LONG and DOUBLE in Java.
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IV. PROTOTYPE

This section demonstrates the prototype of the servers
monitoring android application and describes the feature
implemented visually.

Add button is to enable the network administrators to add
one or more servers in the list of server of application. Network
administrators are able to monitor one or several numbers of
servers at the same time, After the connection is successful, the
application will retrieve all information that needed such as the
name of the server, detail of devices, current status of RAM,
CPU and CPU temperature and more. Figure 3 and Figure 4
shows add server screenshot of the prototype.

. 0 Be% D 233100

£ server Monltoring g 3

Pacraoalt Windovs 8 1 drp G e

Add Butten

Name and other
informatien of the
added server

Figure 3. Add Server
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Username

Password

Save Button

Figure 4. Add Server
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This prototype enables network administrator to update the
previous added information of the servers. The edit button is
used to edit the information such as IP address, Username and
password. Figure 5 shows the edit server screenshot of the
application.

& 4 0 8B% E 2:34 PM
&4 Server Monitoring S
NEGAR ' >

Magresolt Windows 81 Pro BB

- Server NEGAR Edited:

Figure 5. Edit Server

The prototype able to retrieve current status of RAM and
virtual memory of the server and displays this information in
chart and graph form to make the monitoring process become
casier and clearer. Moreover, this application is capable to
show date, time and history of RAM in graph form. It can
illustrate the last hundred screenshots of RAM information.

Refresh button used to refresh current page and view the real
time status of the servers’ information retrieved. Furthermore,
this prototype cans automatically connecting to the server in
desired intervals to update the information. If the Internet has
a problem and network administrator could not connect to
server to get current situation of the server, the information of
the servers can be retrieved from the servers” history. Figure 6
shows the screenshot to view the current status of RAM and
the history of the servers,
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Figure 6. View Current Status of RAM and History

Another functionality of this prototype is to retrieve current
status of bandwidth usage of network devices such as Ethernet
upload and download, and Wi-Fi upload and download of the
server and specific speed number (Mbps) and displays the
information in a diagram form to the network administrator,
Figure 7 and Figure 8 show the screenshots to view the current
status of network and the history of the Ethemnet.
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Figure 8. View Current Status of Network and History (Wi-Fi)

Next functionality of the prototype is to retrieve current usage
of CPU and CPU temperature of the server and displays the
information to network administrator. Figure 9 shows a
screenshot to view the current status of CPU and the history.
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Figure 9. View Current Status of CPU and History
Current usage of storage and hard drive /O activity of the

server can be retrieved using this prototype. Figure 10 shows a
screenshot to view the current status of storage and the history.
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Figure 10. Views Current Status of Storage and History

Figure 11 shows a screenshot to view current status of running
services and processes of the servers. This is one of the
functionalities of this prototype that enable to retrieve current
status of running services and processes of the server and
displays the information to the system administrator, so that
any action can be taken if there is any inappropriate
information showed.
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Figure 11. View Current Status of Running Services and
Processes and History

This prototype also provides functionality that enables ihe
network administrator to delete the previous added server
from the list of servers. To delete the server user should select
the delete button and system will delete the chosen server with
all the information from the list of servers. Figure 12 shows
the menu for delete, edit and clear history screenshot of the
prototype.
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Figure 12 - Edit, Delete and Clear Histoy
Figure 13 shows that server has been deleted from the list of
SEVErS.
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Figure 13 - Delete Server
Clear the history of the server is another functionality of the
prototype. Clear history button is used to clear the history of
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the servers that consist of all information about CPU, RAM,
network, storage, running services and processes of the chosen
server. Figure 14 shows that history of the chosen server has
been cleared.

Ty il 85% Bk 2:47 PM

erver Monitoring e i
HN GAR wr . SRR - ,..:m,m
| P
thoroaet Windows 8.1 P 64-Byt i
NEGAR > ©

icresott Widows 8.1 Pro B4 b

Hisimy_c_!éared

Figure 14 - Clear History

This prototype is able to show all the needed information of
the servers to network administrators but it is requires
establish the communication between server side application
and client side application. As mentioned before developer
used SOAP to create connection between server and client to
get the information from the server and then displays the
information to network administrators. Figure 15 shows
application is trying to connect to the server to retrieve the
information of the servers connected
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Figure 15 - Server and Client Interoperability

The auto update service feature enables the application to
collect the status information of registered servers in the
application as a background task. In other words, this service
collects the server information while even the application is
not running in seitable intervals, It helps to have an updated
data of servers to illustrate the more meaningful history for the
SErvers.

All the functionalities of this prototype as shown in figure 5,
figure 6, figure 7, figure 8, figure 9, figure 10 and figure 11
enable the network administrator to monitor the status of the
server and display their history in graph form. In fact, the
graphs can illustrate the last hundred screenshots of the server
status. Besides that, all the server specifications are also
provided with a Refresh button to retrieve the latest status of
the server and view the real time status of the servers’
information retrieved. Furthermore, this software application
can automatically connect to the server in desired intervals to
update the information. If the Internet has a problem and
network administrator could not connect to server to get
current situation of the server, the information of the servers
can be retrieved from the servers’ history,
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V. FURTHER FEATURES

Considering of this prototype improvement, several
features such as Sending smart alerts, through SMS or E-
mail by recognizing potential failures and support SMTP
protocol beside SOAP are recommended.

VI. CONCLUSION

The main idea behind this system is monitored devices on
Windows servers via Android application. This prototype
permits network administrators to monitor resources and the
status of the servers, such as CPU ufilization, RAM usage,
Hard Drive I/O activity, storage space and running services and
processes remotely and easily through an Android devices.
This system would be a beneficial application for those who
are working in the networking field. They are able to monitor
multiple servers anytime and anywhere, and meanwhile, they
can spend their time on doing other tasks far from the servers,
Moreover, it helps to reduce the downtime of servers and
network, and it can be due to increasing level of customers’
and employees’ satisfaction.
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ABSTRACT

Internet usage has become intensive during the last
few decades; this has given rise to the use of email
which is one of the fastest yet cheap modes of
communication. The growing demand of email
communication has given rise to the spam email
which is also known as unsolicited mails. In this
paper we propose an ensemble model that uses
majority voting on top of several classifiers to
detect spam. The classification algorithms used for
this purpose are Naive Bayesian, Support Vector
Machines, Random Forest, Decision Stump and k-
Nearest Neighbor. Majority voting generates the
final decision of the ensemble by obtaining major
votes from the classifiers. The sample dataset used
for this task is taken from UCI and the tool
Rapidminer is used for the validation of the results.

KEYWORDS

Spam email, filtering, Naive Bayesian, SVM,
Random Forest, Decision tree, Rapidminer

1 INTRODUCTION

Internet usage has become intensive during the
last few decades; this has given rise to the use
of email which is one of the fastest yet cheap
modes of communication. However the rise of
email and internet users resulted in the striking
increase of unsolicited bulk/spam emails. Spam
emails are the junk emails that are sent to
numerous undisclosed recipients and that
contains identical messages for everyone.
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Botnet, which is group of programs
communicating with other similar programs, is
specifically used to send spam emails and it is
known for its malicious implication.

The enormous amount of spam data effects the
Information Technology based businesses and
brings loss of billions of Dollars to the
organizations in terms of its output [1]. In last
few years, spam emails have become a source
for intruding the sensitive data and this posed a
serious threat to the sanctuary of many
departments [2].

Researchers used classification that focuses on
three levels of the email i.e. email address,
subject line and body contents. Content based
spam detection is the most effective of all three.

The aim of this paper is to propose an ensemble
that uses majority voting approach in
combination with filtering algorithms for spam
detection.

1.1 Spam Features

Spam emails have following features [3], the
emails are sent to undisclosed recipients for the
advertissment of services/products/offensive
material. The aim is to deceive innocent people
by gaining personal data of the masses and
abuse it. Majority of the spam emails do not
offer unsubscribe option.
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1.2 Type of Spam Filters

A SPAM email filter consists of instructions
which can block the emails, however the
blocking depends on the type of data the email
holds. Spam filter like any other filter has the
task to classify emails as spam or ham. For
more accurate results the sets of instructions in
the filter needs to be precise which can
determine clearly what can get through. The
spam filters are of many types like address
filter, subject line filter, content filter or word
filter.

Outline of this paper

In Section 2, related work of different
researchers for the email spam detection is
discussed, Section 3 the proposed model is
discussed in detail, Section 4 details the
classifiers used in the proposed methodology,
Section 5 is about results obtained by testing
the sample dataset on the proposed model and
finally the last section discusses the conclusion
and future work.

2 RELATED WORK

Goodman et al. [4] gave a view of what anti-
spam protection is. A brief history was given
about spam and main areas of research in this
field were discussed. They were of the view
that learning based algorithms used with
hoaxing and tricky technologies can be used to
overcome this problem in near future.

Siponen and Stuckye [5] defined different
approaches used for controlling spam. They
came to the conclusion that filtering is the most
effective way of controlling spam. Wang and
Cloete [6] debated over email classification
along with spam filtering and discussed the
filtering techniques in more detail.

In this paper [7] the researchers applied Naive

Bayes  email  classification  techniques
successfully. Other Bayesian classifiers have
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also been applied to filter spam [8]. In this
paper [9] the rescarcher proposed techniques to
improve the performance of Naive Bayes
classifier.

Another approach used by researcher is the
memory based anti-spam filtering. [10] In this
technique the training data is stored and then
incoming instances are e¢valuated against the
stored data. These techniques are complex and
difficult to manage due to the effort required for
processing large amount of training data at the
time of testing, [11]

Methods such as boosting have shown some
outstanding results for spam classification. [12]
Boosting is very effective when used with
decision trees, although this technique is
expensive due to the complexity of base
learners but better results are achieved as
precision is high.

In this paper [12], weighted voting method
along with clustering is used for the detection
spam. The sample dataset is first compared with
all cluster centroids and then weighted voting
technique generates the final decision of the
ensemble by obtaining majority votes from the
classifiers.

Paper [12] discusses how clustering can be used
through criterion function for the detection of
spam. Criterion function checks the similarity
between email messages in the clusters by
using k-Nearest Neighbor algorithm. A new
genetic algorithm is proposed for this purpose.

Paper [4] elucidates a novel approach called
Symbiotic Data Mining that uses content based
filtering with collaborative filtering for spam
detection. In this paper [14] spam is classified
through Linear Discriminant Analysis where
bag-of words document is generated for every
incoming website.
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3 FRAMEWORK OF THE PROPOSED
MODEL

The overall architecture of the proposed niodel
is given in Figure 1. The steps of the proposed
model are discussed briefly in the following
section.

Ensemble Model

Classifies 1

Classifier 2

Tralning Datare- - -

Classifierd
{lassifier 5

e

Yesting
Dataset

d)

Figure 1: Proposed Ensemble Model

3.1 Dataset

In our approach the spam training data set has
been used for the testing purpose, which is
taken from UCI website, created by Mark
Hopkins, Erik Reeber, George Forman and Jaap
Suermondt. There are total 58 attributes (57
continuous attributes, 1 class label} with 4601
instances.The instances have been labeled as
spam(1) and non-spam(0) in the label class. Out
of total instances of 4601, 39.4% are spams and
other is non-spam,

3.2 Data Pre-processing
It is important to perform the data pre-
processing step in order to remove any noisy or

missing value. Pre-processing task is very
important before performing any mining

ISBN: 978-1-941968-02-4 ©2014 SDIWC

procedure. In our model, we performed two
important steps

e Data cleaning
o Normalization

We have not used any reduction techniques in
this approach, so the testing is performed on
complete data set comprising of 58 attributes.

Training and testing data has been split in 20:80
ratio for testing purpose.

3.3 Study on Classification Algorithms

The base classifiers used for major voting
ensemble are as following:

» Naive Bayesian

This classifier is based on the statistical
technique of calculating the probability of an
event occurring in the future that can be spotted
from the prior occurrence of the similar event.
[15] It is a popular algorithm for the
classification of the email as ham or spam.
Probabilities of word occurrence are the key
rule in this algorithm. If some identified words
occur more than often in an email; then
supposedly it is a spam email. In this technique
the filter is trained by using the training data
set.

+ Support Vector Machine

SVM is based on the theory of decision planes
that clearly defines the boundaries for decision
making. Pure SVM classifies the data by
predicting the class for set of input data. SVM
are the supervised learning models what makes
use of the learning algorithms to analyze data
and identify the patterns. SVM is also known as
non-probabilistic linear classifier as it assigns
the incoming data to one or more classes.
Typical SVMs are only application for data
falling under two classes. Therefore, in the case
of multi-classes, many binary algorithms have
to be applied for the reduction of classes.
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e Decision Stump

The Decision Stump is used for generating a
decision tree with only one single split. The
resulting tree can be used for classifying unseen
examples. The leaf nodes of a decision tree
contain the class name whereas a non-leaf node
is a decision node. The decision node is an
attribute test with each branch (to another
decision tree) being a possible value of the
attribute.

» K-Nearest Neighbor

This is an example based classifier that uses the
training material for comparison. Whenever a
new message needs to be classified, the k most
similar messages are found in the neighborhood
and compared with. If majority of the
surrounding messages belongs to one particular
class, then the new message is also assigned to
that class otherwise not.

The nearest neighbors are found by using the
indexing techniques which saves the time for
comparison. This classifier is also termed as
memory-based classifier as all the training
material is stored in the memory [16]. This is a
memory based classifier in which complexity is
increased when training dataset increases.

e Random Forest

Random forest is a learning algorithm that is
used for classification and regression of data, It
is formed by the combination of many decision
trees at the training phase. Random forest
incorporates the bagging method and random
selection of features that is used to make
decision trees with controlled variance. [17]
Prediction through RF is achieved by
considering the voted classes of all decision
trees and the class with majority votes weighs
the output of prediction. [18]

3.4 Majority Voting

The majority voting is also known as average
voting which is based on the predictions of the
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inner base classifiers. The class uses n+1 base
classifiers and generates n different models.
Each model predicts the outcome of the testing
instances. The predictions of all models are
taken into account and voting is done to predict
the final outcome of the particular instance. If
for 4 out of 5 classifiers predict an email as
spam, then output labels the email as spam as it
received major votes.

4 TESTING RESULTS AND
PERFORMANCE ANALYSIS

This section focuses on the testing of the
proposed ensemble model. Testing of the
proposed model has been performed on
Rapidminer software tool.

4.1 Steps for Testing

Step 1: Ten classifiers chosen randomly and
tested on the data set to check their accuracy,
classification error, precision, recall and
execution time. Training to testing ratio used is
10:90. Results shown in table 1.

Table 1. Classifier test results

Category - Spambase dataset with 58 atiributes & 4601
instances
Precision | Recall | Accuracy | Classification | Time
% % % Error
DA 519 ST81 | 355 3449 34s
CHAID 30.29 50.01 60.58 3942 20s
ID3 71.26 68.85 | 63.87 36.13 27s
Random 78.15 66.01 72.44 27.56 23s
bT 83.24 70.10 76.09 2391 20s
DS 834 70.2 76.23 23.77 20s
k-NN 78.79 80.13 | 7859 21.01 24s
RF 84.11 7973 | 3273 17.27 22s
SVM 87.74 82.09 85,24 14,76 235
Naive 95.32 9494 | 95.71 4,29 26s
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Step 2: Five classifiers with minimum
classification error and highest accuracy are
picked up to be used in the ensemble model.
Figure 2 shows the graphical result of the
classifier accuracy

Accuracy

wAccuracy

& & ‘:\.‘v}" ‘:g.‘a w!@"\ gd.%”N 4‘} @fﬁ

& .
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Figure 2: Classifier Accuracy

For testing of the ensemble model, five
classifiers have been chosen based on the
highest accuracy, precision, recall and
processing time.

The five classifiers therefore are;

. Decision Stump

. k-Nearest Neighbor

. Random Forest

. Support Vector Machine
. Naive Bayes

CHAID yielded less processing time but it was
not selected because of low accuracy rate. On
the other hand, Naive Bayes was selected,
although the processing time was more as
compared to others but it yielded high accuracy
rate which could not be ignored.

Step 3: Ensemble model tested with voting
technique to classify the emails and check the
accuracy. Training to testing ratio used in
20:80. Result shown in table 2.
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4.2 Ensemble Model Testing
The Ensemble model has been created and
tested using Rapid Miner software, version

5.3.015. Following results have been achieved;

Table 2: Ensemble Model Results

Parameter Result
Accuracy 96.93%
Classification Error 3.07%
Precision 96.16%
Recall 98.8%
F measure 97.5%
False Positive (FP) 28.00
False Negative {FN) 25.00
True Positive (TP} 2205
True Negative (TN) 1362
False Positive rate (FPR) 0.06
True Positive Rate (TPR) 0.98
Area Under Curve (AUC) 0933

Parameters detail is given in table 3.

Table 3: Parameter detail

Parameter Formula

Accuracy (TP+TN)/(P+N)
Classification Error 100 — Accuracy {%)
Precision TPKTP + FP)
Recall TP/ (TP + FN)

Absolute number of negative

False Positive (FP} instances that were incorrectly
classifted as positive instances

] Absolute number of positive
False Negative (FN) instances that were incarrectly

classified as negative instances

Absolute number of positive
instances that were correctly
classified as positive instances

True Positive (TP)

Absolute number of negative
instances that were cotrectly
classified as negative instances

True Negative (TN)

False Paositive rate (FPR} FP/FP+TN)

True Positive Rate (TPR) TP/ (TP + FN)

Area Under Curve (AUC) FPR{x-axis) vs TPR{y-axis)

30



Proceedings of the International Conference on Data Mining, Internet Computing, and Big Data, Kuala Lumpur, Malaysia, 2014

Confusion Matrix It can be seen that our ensemble has the highest

‘ accuracy as compared to other techniques.
Table 4: Confusion Matrix

Predicted Table 5: Comparison Results
= | True 1.0 0.0
‘E 1.0 1362 25 Approach Year Accuracy Note
P - An email classification 20:80
0.0 88 2205 Model based on Rough 2005 92.07% Training to
Set Theory [57] Testing ratio
Area Under Curve (AUC) Efficieat Spam Email Applied on
Flcllle“'?g using 2007 96% data set of
AUC or ROC curve is the graphical plotting of f;,ﬁp“"e Ontology 200 emails
the performance of the classifier as its :
. ) E~mail Spam
thresholds varied. The graph is plotted by Classification With Training to
: iy Artificial Neural 2010 949%, . .
placing the 'va]ue of False l?(l)smve Rate (FPR) Network and Negative - J ?;‘3232% Ratio
on the x-axis and True Positive Rate (TPR) on Selection Algorithm :
—axi [53]
the y-axis. Spam Classification
: : }_J:::EinMa';:::T;i ues 2010 93% Dataset Of'
FPR and TPR are calculated using following [55] & 4 2200 emails
equatlons' Comparative Study on
Emai]. Spam . 2014 94.29% Based on 28
TPR =TP/ (TP + FN) ) Classifier Using P ess0 features
Feature Selection
Techniques [56]
FPR =FP/ (FP + TN) (2) 20:80
Our Approach 2014 96.93% Training to
Testing ratio

When compared with the existing techniques,
our approach used two new steps for processing
and classifying the emails. Firstly we randomly
checked the accuracy of different classifiers
with 10:90 ratio training to testing dataset.
During this process, the classifiers that took
more time for processing were not considered
for further testing like rule-based, neural net
training algorithms. As processing times play a
vital part in classification, therefore only those
Figure 3: Area Under Curve algorithms were selected that yielded Jow
processing times.

S0 205 013 095 030 DIL DX G 040 D45 0F0 OS5 OED CRC DR QB SR G OR 0K 0 R

Secondly, our approach uses the Majority
voting based classification. This operator uses
majority vote on top of the predictions of
classifiers provided in its shell. This makes our
approach comparable with Saeedian and Beigy
[19] approach. In this approach an ensemble is
proposed based on the combination of

5 COMPARISON TO EXISTING
CLASSIFICATION TECHNIQUES

In Table 5, comparison has been shown of our

ensemble with the work of other researchers
using other techniques for email classification.
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clustering and weighted voting, The incoming
email is compared with all defined clusters and
hence similarity is checked to obtain weight for
the final decision of the model. However there
is extra pre-processing involved in this
approach, for every new sample, the model
compares it with all cluster centroids identifies
its similarity to the cluster.

6 CONCLUSIONS AND FUTURE WORK
6.1 Conclusion

In this research work, we carried out a detailed
literature review about the spam email
classification techniques and proposed a
different approach for acquiring relatively
higher accuracy for classification. The variation
of the proposed appraoach with other existing
techniques lies in  choosing  different
classification algorithms and Majority Voting
method for the research problem (spam email
classification).

The proposed ensemble model is validated by
rigorously testing it in the software tool
Rapidminer. Email dataset of about 4600
emaifs and 58 attirbutes was selected for this
purpose. By keeping the ratio of 20:80 for
training to testing data, the model yielded
accuracy of about 97%. Detailed results when
compared with other existing approached
showed an improvement in the email
classification.

6.2 Future Work

The following future work can be done on the

basis of this project:

e Combine the proposed ensemble model
with the pre-processing steps for the textual
mining of the emails.

¢ To achieve higher accuracy, introduce more
header filters and content based filters.
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e Fuzzy logic can be used to distinguish spam
at higher rate but a lot of complexity is
involved in this.
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