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摘要
    個人於2014年7月2日至7月6日期間，參加在日本大阪所舉行之2014國際商管與資訊研討會 (The 2014 International Conference on Business and Information)。研討會主題涵蓋領域包括所有商學、管理、資訊相關領域，所發表的論文類別有實務導向、理論發展、實證研究、與個案討論等相關論文，提供學術界或實務界之與會者共同參與研討。會中我們也提出一篇文章 (具有可分割式訂單之批量排程問題研究 - A LOT SCHEDULING PROBLEM WITH DIVISIBLE ORDERS)，討論當製造商從客戶中收到不同的訂單，不同的訂單可能包含不同數量的產品。因此，製造商必須決定如何將這些訂單安排在一個批量中生產（如集成電路測試儀，加熱的容器等）。在本報告中，我們研究訂單的數量可分割下，最佳化目標在極小化所有訂單的總完工時間下，證明這個排程問題可以在多項式時間內解出。
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目的

個人於2014年7月2日至7月6日期間，參加在日本大阪所舉行之2014國際商管與資訊研討會 (The 2014 International Conference on Business and Information)。會中我們提出一篇文章 (題目：具有可分割式訂單之批量排程問題研究 - A LOT SCHEDULING PROBLEM WITH DIVISIBLE ORDERS) 參與研討。本次研討會的主題涵蓋領域包括商學、管理、資訊相關領域，所發表的論文類別亦有實務導向、理論發展、實證研究與個案討論等，提供個人與業界相互研討之機會。
過程
    研討會中我們提出一篇文章 (具有可分割式訂單之批量排程問題研究 - A LOT SCHEDULING PROBLEM WITH DIVISIBLE ORDERS)，討論當製造商從客戶中收到不同的訂單，不同的訂單可能包含不同數量的產品。因此，製造商必須決定如何將這些訂單安排在一個批量中生產（如集成電路測試儀，加熱的容器等）。將訂單安排在同一個批量中生產的方式有二種，可分為訂單不可分割與可分割方式，在本報告中，我們研究訂單的數量在可分割下，最佳化目標在極小化所有訂單的總完工時間下，我們證明這個排程問題可以在多項式時間內解出。詳細報告請參見附錄。

    同時，於會場中，亦遇到幾位在生產管理與工業工程研究領域做的非常好的學者，做了一些交流，尤其在供應鏈管理研究方面會有很大的幫助。另外，也與幾位學者於會中就我們所報告之論文做了一些討論，加強本篇論文的實用價值，這是額外的一個收穫。
心得與建議  
    此次會議，攜回了會議論文的電子檔，可以於會議後參考其他學者的研究。這次與會的人數大約有數百人，因此，認識了多位國際知名的研究學者，相信在以後的研究上，可以有很大的幫助，因此，此次參加國際會議，獲益良多。
附錄
A LOT SCHEDULING PROBLEM WITH DIVISIBLE ORDERS
Wen-Hung Kuo, Yung-Tsung Hou and Dar-Li Yang
Department of Information Management, National Formosa University

64, Wen-Hua Rd, Huwei, Yun-Lin 632, Taiwan ROC
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Abstract 
In a practical situation, a manufacturer receives different orders from its customers. Different orders may contain different quantities of the product. Therefore, the manufacturer has to decide how to group these orders into different lots based on the capacity of the lot processing machine (such as integrated circuit tester, heated container, etc.) and then decides the sequence of these lots. In this paper, we study a lot scheduling problem with orders which are divisible. The objective is to minimize the total completion time of all orders. We show that this problem can be solved in polynomial time.
Keywords: scheduling; lot scheduling; order; total completion time; single machine
1. Introduction
Lot processing is a very common production style in the manufacturing industry. One example is the IC (integrated circuit) test in a semiconductor factory, in which some chips are tested simultaneously in a burn-in oven. Another one is the production of adhesives and glues, which normally keeps the mixture of different raw materials in a heated container for a period of time to form the end products.
There are two main classes of batch scheduling problems. One class is that batch sizes can be divided. For example, Santos and Magazine [1] considered a single batch machine scheduling problem in which batch sizes are not constrained to be integer, that is, the job number in a batch may not be integer. They assumed that each job has the same processing time and the processing time of a batch depends on how many jobs grouped into the batch. Also, there is a constant setup time for each batch. The objective is to minimize the total flowtime of all jobs. Naddef and Santos [2], Dobson et al. [3] and Coffman et al. [4] studied different batch scheduling problems for the relaxed version, that is, the integer batch sizes are not required. The other one is that batch sizes cannot be divided. For example, Shallcross [5] considered a problem of batching identical jobs on a single machine in which batch sizes cannot be divided. He provided a polynomial time algorithm to minimize the total batched completion time. Mosheiov et al. [6] also considered the same problem and proposed a simple and efficient (
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) transformation (rounding procedure) of the solution given by Santos and Magazine [1] to solve the integer version. Mor and Mosheiov [7] further considered the batch scheduling problem with identical job processing time and identical setup on parallel identical machines for both integer and non-integer versions. For more related studies, the reader is referred to the survey papers (Potts and Kovalyov [8], and Allahverdi et al.[9]). 
In this paper, we will consider a similar lot scheduling problem in a real situation. In practical cases, a manufacturer receives different orders from its customers. Different orders may contain different quantities of the products. Therefore, the manufacturer has to decide how to group these orders into different lots based on the capacity of the lot processing machine (such as IC tester, heated container, etc.) and then decides the sequence of these lots. This lot scheduling problem is very similar to the above batch scheduling problems. However, the maximum capacity of one lot is fixed here. The processing time of each lot is fixed no matter how many orders are assigned to the lot. Also, no setup time is considered here.
2. Problem description
Table 1. Notations

	Symbol
	Definition
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There are n orders to be processed on a single lot processing machine. Each order has its own size. The size of each order is no more than the capacity of one lot. Every order is divisible if the remaining capacity of the lot is less than the size of the order. Besides, the divided order has to be processed in consecutive lots. Therefore, several orders or part of any order can be grouped into one lot and can be simultaneously processed on the machine as long as the total size of these orders does not exceed the capacity of one lot. In addition, the orders in the same lot have the same processing time (u). Therefore, the whole orders in the same lot have the same completion time. 
However, for one certain order which is divided into different lots, the first part of the order, which is arranged in the first lot, can be delivered to the customer immediately when it is finished. Therefore, it is reasonable to take the completion time of the first /second lot as the completion time of the first/second part of the order. Hence, the order’s actual completion time is the sum of the products of the completion times and the percentages of order size in different lots. (For example, if an order is divided into two parts, say 30% in the rth lot and 70% in the (r+1)th lot, then its actual completion time is 0.3ru+0.7(r+1)u.) The machine can handle at most one lot at a time and cannot stand idle until the last lot assigned to it has finished processing. The objective is to minimize the total completion time of all orders. Thus, using the three-field notation, this scheduling problem is denoted by 
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3. Minimizing the total completion time of all orders
In this section, we show that the problem 
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 is polynomially solvable.
Theorem 1. For the problem 
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, there exists an optimal schedule in which orders are sequenced in non-decreasing order of 
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 (i.e. Least order size first rule ) and then arranged to lots sequentially.
Proof. Let 
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 denote a lot schedule. Suppose the capacity of each lot is k. Each lot contains one or several orders. The size of an order is no more than k. Two orders 
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 are planned to arrange (See Figure 1). Also, let the corresponding sizes of the two orders be 
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, we show that swapping orders’ positions in these lots does not increase the total completion time of the orders in all possible cases as follows. 
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Figure 1. The original situation of 
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 are in the same lot (See Figure1), swapping the two orders does not affect their completion times. 
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Case 2.1: 
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Figure 2. The original situation of 
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[image: image52.wmf]j

t

s

£



[image: image53.emf]L

[1]

L

[q]

L

[r+2]

L'

[r]

O

j

O

i

O

i

. . .

. . .

k

t

L'

[r+1]


Figure 3. Situation (A) of 
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The difference between Eq.(1) and Eq.(2) is calculated in the following.
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Case 2.2.1: 
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Figure 4. The original situation of 
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Again, let 
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Figure 5. Situation (B) of 
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In this situation, 
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The difference between Eq.(2) and Eq.(4) is calculated in the following.
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Since 
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Figure 6. Situation (C) of 
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In this situation, 
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The difference between Eq.(6) and Eq.(4) is calculated in the following.
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Case 2.2.2: 
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Figure 7. The original situation of 
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Figure 8. Situation (D) of 
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The difference between Eq.(8) and Eq.(9) is calculated in the following.

[image: image204.wmf]''

()()

LjLi

COCO

+


[image: image205.wmf](

)

()()

LiLj

COCO

-+



[image: image206.wmf]j

i

ijji

kt

kt

tt

uu

s

s

ssss

æöæö

-+

-+

=+-+

ç÷ç÷

ç÷ç÷

èøèø



 EMBED Equation.DSMT4 [image: image207.wmf]j

i

ji

k

k

u

s

s

ss

æö

-

-

=-

ç÷

ç÷

èø



[image: image208.wmf]22

iijj

ij

kk

u

ssss

ss

æö

--+

=

ç÷

ç÷

èø



 EMBED Equation.DSMT4 [image: image209.wmf]()()

ijij

ij

k

u

ssss

ss

æö

---

=

ç÷

ç÷

èø

.                    (10)
Since 
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Therefore, according to the results of the four cases, repeating this interchange argument for all orders not sequenced in non-decreasing order of 
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 completes the proof of the theorem.     □ 
In Theorem 1, to minimize the total completion time of orders, orders are first sequenced in non-decreasing of their sizes and then are arranged to lots sequentially. Therefore, the time complexity is 
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, where n is the number of orders.
4. Conclusion
In this paper, we consider a single lot scheduling problem, in which orders are divisible. It is worthwhile to consider other scheduling measures or multi-machine setting in the lot scheduling problem. Another future research can focus on the similar problems in which orders cannot be divided.
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