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日本東海大學-九州分校參訪及參加第六屆創新計算資訊與控制國際學術研討會

服務機關：國立高雄應用科技大學通識中心

姓名職稱：張瑞芳 主任

派赴國家：日本九州





出國期間：100年12月21日至12月27日

  



報告日期：101年11月15日

摘要

為強化教育國際化，提升學術水準及促進國際學術文化交流，參與或舉辦跨校及國際性學術研討會，拓展國際視野。本人於2011年12月22日前往日本東海大學洽談學術合作計畫並參加國際學術研討會，首先參訪日本東海大學－九州分校，洽談項目：1.共同指導研究生2.該校提供本校學生及校友攻讀研究所名額及獎學金。其次，參加第6屆創新計算資訊與控制國際研討會（The Sixth International Conference on Innovative Computing, Information and Control，簡稱ICICIC2011）及主題演講，並與國際創新計算資訊與控制學會 (ICIC International, http://www.ijicic.org)洽談於2012年12月與上海交通大學在上海共同舉辦第7屆創新計算資訊與控制國際學術研討會，預定邀請本校前校長方俊雄博士擔任大會榮譽主席。
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1、 參訪目的
為強化教育國際化，提升學術水準及促進國際學術文化交流，參與或舉辦跨校及國際性學術研討會，拓展國際視野。拜訪日本東海大學－九州分校洽談有關該校提供本校學生及校友攻讀研究所及機關事項。再而為了增加兩校雙方學術交流，本校將與創新計算資訊國際學會共同舉辦第7屆創新計算資訊與控制國際學術研討會。

預期可逹成下列效益：

1. 兩校共同指導研究生

2. 兩校各提供對方學校學生及校友攻讀研究所名額及獎學金。

3. 與國際創新計算資訊與控制學會 (ICIC International)於2012年12月與上海交通大學在上海共同舉辦第7屆創新計算資訊與控制國際學術研討會，預定邀請本校前校長方俊雄博士擔任大會榮譽主席。

2、 參訪單位介紹
東海大學－九州分校位於美麗的熊本縣。該校建校的理念是融合人文與科學，為促進人類社會的發展與大自然的和諧，正積極推動以實現環保與樹立節約的理念，作為一個既健康人類社會的精神文明。東海大學是私立大學，1943年建校成立，校名為航空科學專門學校，1946年改制，改名東海大學。

    目前，學校設有19個學院，涵蓋文學、歷史學、哲學、理學、工學、醫學、經濟學、管理學、法學、教育學等80個專業、專修及課程。有專業學位類型2種；碩士專業學位類型21種；另外還設有3個短期大學、11個高中、6個初中、1個小學和4個幼兒園等，作為在日本國內、外均擁有教育和研究基地的學校，也是在日本的私立大學中屬於規模最大的教育研究機關。
在校全日制生近28598餘人。博士、碩士研究生1096餘人。另有留學生近400人。專任教師1500餘人，其中教授734人、副教授375人。

東海大學自1943年建校以來，為了培養可在國際社會上大展身手的優秀人才，始終進行著基於建校精神的良好教育。該校作為國際交流活動的先鋒，在早期階段就注重留學生教育，設有別科日語進修課程、留學生課程等，創造了外國人留學生教育的實績。該校與世界上30個國家的81所大學(包括政府機關)簽訂了學術協議。其中在亞洲地區，與中國、韓國、台灣、印度、越南、馬來西亞、泰國、印度尼西亞、菲律賓等總計32所大學有國際學術交流。這些地區的大學和東海大學之間開展著豐富多彩的活動項目，包括日語及各國語言的學習、本科及研究生院的專業科目的學習、參加共同研究及實習和志願活動等。
3、 參訪過程

本次參訪規畫重點為強化教育國際化，提升學術水準及促進國際學術文化交流。主拜訪日本東海大學－九州分校洽談有關該校提供本校學生及校友攻讀研究所及機關事項。12月21日由桃園國際機場搭機起程飛往日本；12月22日赴日本東海大學洽談學術合作計畫；12月22日至12月24日參加第6屆創新計算資訊與控制國際研討會、大會主題演講及發表論文；12月25日-26日拜會Hirofumi Sasaki教授及Watada教授；12月27日搭機返回桃園國際機場。
12月21日搭機前往日本
12月22日參訪日本東海大學並洽談學術合作計畫

本人代表學校於2011年12月22日，前往日本東海大學洽談學術合作計畫，與會人員有石岩教授、Hiromtsu Hama教授、Tsuyosh Ideguchi教授及 Masahiro Nakano教授，由石岩教授接待，參訪日本東海大學－九州分校，並達成以下共識：
1. 石岩教授將提供2名碩士班學生與本校電資學院教授共同指導研究。
2. 本校學生及校友若通過日本語言二級檢定則可攻讀東海大學及石岩教授將提供5000元美金當作獎學金。

3. 本校將與創新計算資訊國際學會於2012年12月與上海交通大學在上海共同舉辦第7屆創新計算資訊與控制國際學術研討會，預定邀請本校前校長方俊雄博士擔任大會榮譽主席。
12月22日參加第6屆創新計算資訊與控制國際研討會晚會
12月22日參加第6屆創新計算資訊與控制國際研討會歡迎晚會，第6屆創新計算資訊與控制國際研討會（The Sixth International Conference on Innovative Computing, Information and Control，簡稱ICICIC2011）於2011年12月22日－24日在日本北九洲市舉行。研討會是由國際創新計算資訊與控制學會 (ICIC International, http://www.ijicic.org)舉辦，由東海大學-石岩教授擔任大會主席。

會議宗旨是促進國際學者在創新計算、資訊與控制方面的學術交流。主要接受關於創新計算、資訊與控制領域的新趨勢、新理論、新方法以及新應用的論文。所有在ICICIC2011上發表的論文將被推薦由學術期刊《ICIC Express Letters》（簡稱ICIC-EL，Ei Compendex, etc. 檢索）或學術期刊《ICIC Express Letters, Part B: Applications》（簡稱ICIC-ELB，Ei Compendex, etc. 檢索）出版。其中部分優秀論文被推薦由學術期刊《Int. J. of Innovative Computing, Information and Control》（簡稱IJICIC，SCI, Ei Compendex, Scopus, etc. 檢索）出版。晚會約有150人參加，是由大會主席石岩教授主持，大家彼此寒暄，場面非常熱烈。
12月23日參加第6屆創新計算資訊與控制國際研討會主題演講

12月23日參加大會主題演講I，演講題目為“進階服務型機器人與自動化”(Advanced Service Robotics and Automation)。大會演講是由Toshio Fukuda教授演講。主要內容為因應社會進步與社會需求增加，人們對於機器人的依賴與日俱增，如何增進機器人的使用效能及迎合，如何改進機器人服務人類得技術提供良好系統。這個主題引發相當熱烈的探討，與學者問及何謂“混和細胞智能化”(Intelligent Hybrid Cell)，Toshio Fukuda教授解釋道，其主要是機器人的智慧可以達到在日常生活中可以如同人們的伙伴一樣與人們的相處。
大會主題演講II，演講題目為“在微米軌道共舞-光盤驅動器的控制”(Dances Among Micro-meter Tracks - Control of Optical Disc Drive)。大會演講是由國立台北科技大學Leehter Yao教授演講。主要內容是在距離大約是1微米的兩個音軌之間的光盤上，控制讀出數據或記錄組件，需要精確的控制接載頭（PUH）。所提出的混合模糊控制器由兩個子系統組成，包括停止時間控制器，驅動力控制。這兩個子系統的設計基於模糊推斷。學習中，模糊控制規則的停止時間控制器和驅動力控制的自動學習方法，提出了基於遺傳算法（GA）。為了提高遺傳算法的學習效率，調整了兩個模糊控制器中使用的正交函數。最後，所提出的自動學習的方法可以成功地以不同的刻錄速度寫入不同染料記錄的光盤。
12月24日參加第6屆創新計算資訊與控制國際研討會及發表論文


12月24日本人參加管理科學場次，發表論文為“粒子群倒傳遞類神經及時間序列模型用於匯率預測的性能評估”(Evaluation the Performance between PSOBPN and GARCH Model for Exchange Rate Forecasting)。 主要利用粒子群倒傳遞類神經及時間序列模型用於匯率預測，探討何種模式預測能力較佳。
個人論文發表討論內容
有一位參加學者對本人研究題目有興趣，要本人解釋何以應用時間序列模型與粒子群倒傳遞類神經模型進行匯率預測，本人回答本論文利用均方差作為預測的追蹤誤差標準，試圖找出最合適新台幣對美元匯率之預測模型。在時間序列模型中，先將資料作單跟檢定，檢測資料是否為定態序列，若不是定態表示此資料可能將不適合用來做預測，經實證結果發現，一皆差分後，在5%顯著水準下十項變數皆顯著，因此進行預測。然而，在進行分析前，尚須做統計量檢定，主要檢測資料間是否有自我相關存在，若有自我相關，可能導致不適合預測。經實驗發現在3年資料裡02~04、03~05、04~06此3期中均有自我相關，預測誤差在此處也變得較大，且解釋能力也較低，而5年資料中，更是全部皆有自我相關的問題，預測誤差皆偏大，解釋能力也是皆偏低，顯示以上推論是正確的，若資料中有自我相關存在，會影響其預測的結果，導致預測的不準確。本文的主要貢獻在於可利用較少的變數作匯率更精確的預測，而且預測的結果顯然比粒子群倒傳遞類神經模型為優。
12月25日-26拜會Hirofumi Sasaki教授及Watada 教授
本人首先特別拜訪Hiro fumi Sasaki教授並參訪其實驗室， Hirofumi Sasaki教授答應接受邀請客座教授來訪講學、與本校教師協同教學、合作開發3門數位教材與指導3位教師研究。
接著拜訪Junzo Watada教授，Junzo Watada教授主要研究生院信息生產系統管理工程，知識工程與軟計算。研究包括理論和方法的領域，如模糊系統和智能挖掘系統開發，數據分析，決策支持系統和專家系統等。 Watada教授的開發方法和系統信息技術應用在各國的經濟分析和公司管理調查與分析。Watada教授利用“脫氧核糖核酸”(DNA)計算和生物醫學系統解決基因組合複雜的問題。
最後邀請其蒞臨本校參訪及演講，然 Watada教授明年度邀約已滿檔，無法應邀來台。
12月27日搭機返台
4、 心得
配合本校中長程校務發展計畫，持續引進更多國際交流機會，拓展教職員生的國際觀及強化與國際接軌的能力，相信本校若能與該校密切連繫合作，相信將來將可爭取該校優質學生至本校就讀，且增加兩校雙方國際學術交流及本校師生的研究能力。
本次參訪發現日本東海大學等級與本校層級相當，並致力於探索、創造、應用、傳授知識，踐行追求真理，宣導學術包容，汲取多元文化，堅持開放辦學，培養適應於社會發展和文明進步的高素質人才。
本次與日本東海大學交流項目相當多元，並獲得師資交流方面包含合辦學術研討會 、邀請客座教授來訪講學、與本校教師協同教學、合作開發3門數位教材與指導3位教師研究；兩校共同指導研究生，各提供對方學校學生及校友攻讀研究所名額及獎學金；與國際創新計算資訊與控制學會 (ICIC International, http://www.ijicic.org) 於2012年12月與上海交通大學在上海共同舉辦第7屆創新計算資訊與控制國際學術研討會，並預定邀請本校前校長方俊雄博士擔任大會榮譽主席等成效。
5、 建議
有關本次參訪的建議事項有：

本校已與東海大學建立相當友好關係，以後每年應當繼續與該校進行學術交流。

創新計算資訊與控制國際研討會是國際學術知名研討會議，每年有數百人參加，我校應持續與之保持密切關係，共同主辦研討會。

附件一：日本東海大學討讑學術交流相關照片
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	與東海大學石岩教授等討讑學術交流事宜
	參加第6屆創新計算資訊與控制國際研討會
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	拜訪Hirofumi SASAKI教授
	拜訪Junzo Watada教授
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	主題演講I演講者：Toshio Fukuda教授
	與Leehter Yao, PhD合影


附件二：ICICIC2011國際學術研討會相關資料
	ICICIC 2011 : The Sixth International Conference on Innovative Computing, Information and Control 


Conference Series : International Conference on Innovative Computing, Information and Control
  

	Link: http://www.ijicic.org/icicic2011.htm 

	 

	When

Dec 22, 2011 - Dec 24, 2011 

Where

Kitakyushu, Japan

Submission Deadline

Jun 20, 2011 

Notification Due

Aug 10, 2011 

Final Version Due

Sep 30, 2011 



	 

	Call For Papers

	The Sixth International Conference on Innovative Computing, Information and Control (ICICIC2011) organized by ICIC International, sponsored by Kitakyushu City, Waseda University, Tokai University, SOFT Kyushu Chapter, Dalian University, Dalian University of Technology, Dalian Maritime University, Yanshan University, Harbin University of Science and Technology, Xihua University, Northwest A&F University of Science, National Kaohsiung University of Applied Sciences, Nanjing University Nanjing University of Aeronautics and Astronautics, Qinhuangdao Yanda Intelligent Informatics Inc., will be held on December 22-24, 2011, Kitakyushu, Japan. 

ICICIC2011 is a continuation of ICICIC2010 (Xi'an, China), ICICIC2009 (Kaohsiung, Taiwan), ICICIC2008 (Dalian, China), ICICIC2007 (Kumamoto, Japan) and ICICIC2006 (Beijing, China). The aims of the conference are to enhance international academic exchanges on related topics and to provide a chance for communications among researchers. 

Accepted papers presented at ICICIC2011 will be selected and recommended for possible publication in either ICIC Express Letters (indexed by Ei Compendex, Scopus, INSPEC, etc. http://www.ijicic.org/icicel.htm), or ICIC Express Letters, Part B: Applications (indexed by Ei Compendex, Scopus, INSPEC, etc. http://www.ijicic.org/icicelb.htm). 

In addition, some high standard papers presented at ICICIC2011 will be selected for possible publication in International Journal of Innovative Computing, Information and Control (IJICIC) (indexed by SCI, Ei Compendex, etc. http://www.ijicic.org) after significant extension and re-review. 

The submission of a paper implies that the paper is original, has not been published or submitted under review or is not copyright-protected elsewhere, and will be presented at the conference by an author if accepted. All submitted papers will be refereed by experts in the field based on the criteria of originality, significance, quality, and clarity. 

Scope 
Papers are solicited for, but not limited to: 
- Approximate reasoning 
- Artificial intelligence and expert systems 
- Bioinformatics 
- Clustering and data analysis 
- Complex and large scale systems 
- Computer Organization 
- Control education 
- Decision support systems 
- Discrete event systems 
- Distributed Computing 
- Embedded System 
- Environmental and bio-engineering 
- Evolutionary computation 
- Fault detection 
- Filtering on linear and nonlinear systems 
- Fuzzy systems and rough sets 
- Fuzzy optimization and decision making 
- Guidance and navigation systems 
- Human-machine learning 
- Hybrid intelligent systems 
- Image and speech signal processing 
- Information theory and applications 
- Intelligent fault detection and identification 
- Intelligent information systems 
- Intelligent Transportation System 
- Knowledge-based systems 
- Knowledge discovery and data mining 
- Learning systems 
- Management science 
- Manufacturing systems 
- Networked control systems 
- Neural networks 
- Optimal, adaptive, predictive control 
- Optimization techniques 
- Power systems 
- Real-time systems 
- Robotics and motion control 
- Robust, fuzzy and reliable control 
- Robustness analysis 
- Signal and image processing 
- Soft computing 
- System identification 
- Stochastic systems 
- Supervisory systems 
- Transportation Control Theory 
- Transportation Information Engineering 
- Transportation Signal Detection and Control 
- Transportation systems 
- Web Services 
- Others 


Keynote Speech I

Advanced Service Robotics and Automation 

--- Example of Intelligent Cane and Hybrid Cell ---

Toshio Fukuda, PhD, IEEE Fellow
Director, Center for Micro-Nano Mechatronics
Professor, Dept. of Micro-Nano Systems Engineering, Nagoya University, Japan
	Abstract: There are growing demands on robotics and automation in the service sector for many years due to the age quake, silver society and man power shortage. Some need more cost effective systems, while others do more human friendly communication and interactive interface. The system will require more improved functions for physical, skill and intelligence support and assistance. Certainly industrial robots have helped people from the routine type of assembly and manufacturing works for better production system. 


Now that robotics is so advanced with sensor, actuator and computational intelligence along with the CPU development, it is expected to make much wider applications to service sector than to the manufacturing sector. Some are good for robots to be more intelligent, while others are better for automation to be more effective.

In this presentation, the robotics and automation is briefly over-viewed for the sake of human assistance and supports. Then there have been so many attempts to make robots more friendly and usable to human and some showed very successful results in bio-medicine field, material flow and daily life. From these applications, it turned out to be much more important for human service sector such that advanced robotics and automation system in this domain should have more cognitive functions as human intention estimation explicitly.

In the robotics, "intelligent cane system" is shown as one of the examples of robotics systems. Human can employ this robot as a partner robot in the daily life, since the robot can help the human to navigate and guide to the goal by estimating human intention. In the manufacturing automation, human coworker and robot coworker can work together at the same working location called "Intelligent Hybrid Cell" by cooperation and collaboration using the human intention estimation. Thus small products systems are expected to work better by trading off the cost of the robot software and human cost, by taking care of the safety issue between human and robots interaction in the automation system. Robotics and Automation technology will continue to play very important role for the advanced service to human.
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	Abstract: Since the distance between two tracks on an optical disc is around 1 micro-meter, the control of data reading or recording component, i.e., the pick-up head (PUH), requires precision control. In this presentation, a track seeking control scheme and an automated learning scheme of write strategy for PUH are to be proposed. 

For the track seeking, a hybrid track seeking fuzzy controller for the optical data storage device is introduced. It will be shown that the proposed hybrid fuzzy controller smoothes the applied voltage to the sled motor of PUH and improves the track seeking efficiency. The proposed hybrid fuzzy controller consists of two subsystems including parking time controller and driving force controller. Both subsystems are designed based on fuzzy inference. The hybrid fuzzy controller will on one hand drive the pickup as fast as possible to the neighborhood of target track, and on the other hand smoothly park the pickup so that the fine seek controller can take over the control of PUH. An automatic learning approach based on the genetic algorithm (GA) is proposed learning both fuzzy rules of parking time controller and driving force controller. To improve GA's learning efficiency, modulated orthogonal membership functions are utilized in both fuzzy controllers. Various experiments are made to justify the performance comparison. 

Write strategy tuning for PUH is laborious and time consuming. An automated learning approach based on GA is proposed to automatically learn the write strategy implemented in an PUH for dye recording media. To evaluate the writing performance associated with every set of writing parameters in the write strategy, jitters corresponding to different lengths of pits and lands are utilized as the optimization index. A system is designed that integrates the jitter measurements with the GA based write strategy optimization. To optimize the writing parameters in write strategy, all the parameters are implemented as genes in GA's chromosome and the jitters are transmitted from the optical disc drive to a PC through the integrated drive electronics bus. It will be shown that the proposed automated learning approach can successfully learn the write strategy for different dye recording optical discs at different recording speeds.
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ABSTRACT. This paper utilized time series model PSOBPN and GARCH (1, 1) model to predict the exchange rate forecasting NT dollars to US dollars. Chang and Tzeng’ s model (2009) is made used to choose ten most influential variables as the base for exchange rate forecasting.[2]  In order to choose the best model of prediction under different time periods, GARCH(1,1) and PSOBPN model are used to compare the prediction ability. The results of the research has shown that GARCH(1,1) model is better in predicting for short term period while PSOBPN model should be employed for long term prediction.
Keywords: PSOBPN, GARCH (1, 1), Exchange Rate Forecasting
1.Introduction. 
Engle(1982) developed ARCH that indicate conditional heteroscedastic would be influenced by the square of earlier stage error term, meanwhile the distribution of conditional heteroscedastic error term is normal distribution[5]. Bollerslev (1986) takes a step further in the expansion of ARCH model and introduced the GARCH model. He suggested that conditional heteroscedastic error term would not only be influenced by the square of the error term in the earlier stage, it would also be influenced by the conditional heteroscedastic in the earlier stage. GARCH (1, 1) is usually employed when adopting the GARCH model [1]. Rauscher (1997) has discovered that back propagation network (BPN) provides better exchange rate prediction than the traditional error correction model (ECM) [10]. Meharn & Shahrokhi（1997）performed investigation on the prediction of Mexico Peso using US dollar and compared the accuracy of the prediction obtained through the four models: the ARIMA model, the forward rate return model, Spot rate regression model and Strolls stochastically the model. The research was carried from January, 1982 to December, 1991 by using the Mexico Peso to the US dollar exchange rate daily data. The results have shown ARIMA is able to make the most accurate prediction, following by Strolls stochastically model, spot rate regression model and forward rate regression model [8]. Neely & Weller (2002) performed Genetic Algorithm (GA) and GARCH to predict the fluctuation of foreign exchange market on US dollar-Mark and US dollar- Yen. The MAE, MSE and coefficient of determination (R2) are employed as the standard. The results have shown that the prediction made is more accurate through GA than GARCH [9]. Chang and Tzeng’ s model (2009) proposed the particle swarm optimization back propagation network, which is applied on forecasting exchange rate NTD/USD. The forecasting performance of PSOBPN got the better performance. It also found that the performance of PSOBPN, which has only ten factors, achieve the better performance than back propagation network which has twenty seven factors [2]. In this paper, the artificial-intelligence model and time series model have been constructed to make prediction on NT dollar to US dollar. MAE, MSE and RMSE are employed for the evaluation of the results. The comparison is then made between the short-term and long-term results predicted by the two models for NT dollar to US dollar. This is hoped to be served as guidance for the government, the corporations and the general public for the future trend of exchange rate when making decision on investments[6][7].
2. Research Methods. 
PSOBPN GARCH (1, 1) and model are used to predict the exchange rate for NT dollars to US dollars. 
2.1 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is introduced by Kennedy and Eberhart in 1995. It is an intelligent concept for population which belongs to the field of evolution calculation [4]. The primary forecasting model of PSO shows as following equation. 
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PSO algorithm explores the optimal target through local history and global communications in populations that consist of potential solutions, called particles, which are initially randomly generated in the first population. Then the new population of particle swarm is generated by moving each particle to the next step based on a given update policy. For achieving a high efficiency of searching the optimal solution in high dimensions, PSO drives the particle swarm to move toward the higher-object-value region based on the best experiences of each particle and the entire populations. Thus, PSO approaches the optimal point at a much higher speed than evolutionary optimization. Each particle indicates a candidate solution; if we have D-dimensional parameters in solution, the i-th particle for the t-th iteration can be represented as
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Then, the particle will move according to an selected velocity, based on the corresponding particle's experience and the experience of its companions. Assume that the previous best position of the i-th particle at the t-th iteration is represented as
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At this step, we would define an objective or fitness evaluation for every particle. Usually on science problems or forecast error, researchers would find the minimal value of their fitness function. The fitness function in this thesis is set as below:

	
[image: image11.wmf]n

St

St

St

MAPE

Minimize

n

å

-

=

Ù

1

/

)

(


	(4)


2.2 Back Propagation Network
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Neural network is a computation system which includes the software and the hardware. It is designed to imitate the organization abilities and knowledge acquisition of the human brain. An artificial neuron receives the information and calculates the data which it collects from other artificial neurons or external environment and then outputs results to other artificial neurons or external environment. The essential factors of an artificial neural network are the neuron or the processing element, the layer, the network connection, and the network which is introduced as follows figure 1.

Fig.1The Essential Structure of Artificial Neural Network
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 is the net input value at j-th hidden unit neuron. Where M is the number of input neurons, L is the number of hidden unit neurons, 
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 is the value of the input indexed I for the p-th pattern, 
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 is the value of the weight connection between the i-th input neuron and j-th hidden unit neuron,
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is the input value at the output neuron. Where 
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 is the value of the weight connection between the j-th hidden unit neuron and target, 
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 is the input value from the j-th hidden unit (after squashing using the transfer function). 

The feed forward neural network with back propagation learning is the most conventional type of neural network. It can train and learn the network, and then update the weight and bias. We list the parameters we used in this thesis of back propagation network at as follows: 

	Input layer neurons: 27

	Hidden layer:2

	Hidden layer neurons:(5,5)

	Hidden layer learning rule: traingdm

	Goal:1e-5


2.3 GARCH model

Bollerslev(1986) introduced Generalized Auto Regressive Conditional heteroscedasticity (GARCH) model which provides more flexible structure. GARCH is different from ARCH model as GARCH model is able to simultaneously consider the past residue with conditional variance. Therefore, GARCH is able to further evaluate the actual fluctuation in the market. Under most conditions, the explanation ability using higher order of GARCH (p, q) model (p>1, q>1) does not increase the efficiency compared to the traditional models. Moreover, according to various International publications, GARCH (1, 1) model is able to accurately predict the fluctuation process. This is also the reason why p=1, q=1 are chosen in this paper.
2.4 Experiment data and Period
The experiment focuses on exchange rate of NT dollar to US dollar, and monthly data obtained which were taken from January, 2000 to December, 2010. These data were obtained from Taiwan Economic Journal. In order to ensure the accuracy of the prediction, moving sliding window method is adopted and the data were categorized as one year, three-year and five-year period.
3. Experiment Analysis and Results
3.1 Sample Basic Statistics 
Figure 2 and table 1 show the histogram and descriptive test static of the sample including average, standard Deviation, skewness and kurtosis. From the results shown in Table 1, it is discovered that, under 1% significance level, it is impossible to reject the hypothesis. Under the 1% significance level, JB-value and P-value are 2.956266 and 0.228063 respectively. This shows that under null hypothesis, it is impossible to reject the hypothesis of normal distribution, hence during this sample period, exchange rate series data showed normal distribution.
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Figure 2 Exchange rate histogram            Table 1 and test static
Next, the exchange rate series is checked whether it has simple root. If it is equipped with simple root, this may lead to inaccuracy in the estimation. The expansion version of Dickey and Fuller (1979) is used in this research to test whether the exchange rate series has simple root [3]. Simple root test statistic is -2.7730, which is less than the 10% baseline of significance level which is -2.578694. However this value is larger than 1% and 5% significance level. Hence, exchange rate series does not reject simple root null hypothesis which shows that exchange rate series needs first order difference. After first order difference, simple root test statistic is -7.5206, which is less than the 1% significance level baseline, -3.481217. This shows that after first order difference, the series reached a steady point so that at the subsequent time series analysis, the exchange rate data after one order difference is used to construct and test the model. 
In order to check whether the information sample can use time series model, the Q statistic of Ljung-Box is used to test whether the daily remuneration series has self-regarding phenomenon. Monthly exchange rate series of 6, 12 and 18 orders are in self-correlation testing. Under the 1％significance level, its Q statistic are 1.2408, 2.0917 and 3.4265 respectively. Its p-value is larger than 0.01 and it accepts no self-regarding null hypothesis which shows that monthly exchange rate series does not process self-correlation phenomenon. 
3.2 Comparison between GARCH (1, 1) and PSOBPN model
GARCH (1, 1) model and PSOBPN model are adopted to predict the exchange rate. There are short term (1 year), medium term (3 years) and long term (5 years) for the moving sliding window which is used for prediction. The tables are shown below demonstrates the comparison between the two models. 
Table 2 shows that GARCH (1, 1) model makes better prediction than those results predicted using PSOBPN model under one-year period. It can be seen that RMSE of GARCH (1, 1) model is 0.160114, while PSOBPN model shows 0.218798.
Table 2 Comparison between GARCH (1, 1) and BPN model by one-year with RMSE

	Period
	GARCH
	PSOBPN

	2000
	0.064232
	0.13583

	2001
	0.26605
	0.172964

	2002
	0.29367
	0.368824

	2003
	0.089501
	0.2135

	2004
	0.283896
	0.20345

	2005
	0.1957
	0.22996

	2006
	0.15881
	0.23741

	2007
	0.0337
	0.15977

	2008
	0.05735
	0.17354

	2009
	0.13582
	0.29587

	2010
	0.18253
	0.21566

	Average
	0.16011445
	0.218798


Table 3 shows under three-year period, GARCH(1,1) model only provides better prediction from 01~03(0.33728), 05~07(0.3168), 08~10(0.4388) than PSOBPN model. However, for the overall performance, PSOBPN model is able to make better prediction than GARCH (1, 1) model which can be seen from the average value of 0.451667 and 0.416158 from RMSE. 
Table 3 Comparison between GARCH (1, 1) and BPN model by three-years with RMSE

	Period
	GARCH
	PSOBPN

	00~02
	0.5132
	0.44976

	01~03
	0.33728
	0.34965

	02~04
	0.42697
	0.40039

	03~05
	0.61234
	0.50147

	04~06
	0.75625
	0.52398

	05~07
	0.3168
	0.34998

	06~08
	0.24704
	0.293647

	07~09
	0.41632
	0.40031

	08~10
	0.4388
	0.476235

	Average
	0.451667
	0.416158


From Table 4 shows under the five-year period, GARCH (1, 1) model only performs better than PSOBPN model at 00~04(0.4891) in its prediction. There is a huge gap between the average value of 0.790871 and 0.566111 for RMSE. 

Table 4 Comparison between GARCH (1, 1) and BPN model by five-years with RMSE

	Period
	GARCH
	PSOBPN

	00~04
	0.4891
	0.83356

	01~05
	0.8535
	0.526778

	02~06
	0.8761
	0.324579

	03~07
	1.0134
	0.782207

	04~08
	1.0077
	0.524673

	05~09
	0.5114
	0.47954

	06~10
	0.7849
	0.491437

	Average
	0.790871
	0.566111


In conclusion, GARCH (1, 1) model should be used for the short term prediction while PSOBPN model should be used for medium and long term prediction. 
4. Conclusion
This study makes used of time series GARCH (1, 1) and PSOBPN models to predict the exchange rate of NT dollar to US dollar. MAE, MSE and RMSE are set as the standard to evaluate the results obtained. Comparisons are made between two models in short term, medium term and long term to find out which models has better prediction ability. These two models are constructed based on past exchange rate data to make future exchange rate forecasting. This research utilizes moving slide window to make exchange rate prediction under short term (1 year), medium term (3 years), and long term (5 years). The results shown in short term period, GARCH (1, 1) model is better than PSOBPN model and the RMSE of GARCH (1, 1) model performs better in the medium term and long term. In medium term period, only a few of the RMSE results of PSOBPN model is worse than those of GARCH (1, 1) model, so PSOBPN model has better overall performance. In Long term period, PSOBPN model is better than GARCH (1, 1) model under most of the conditions. Hence for short term prediction, GARCH (1, 1) should be used for the prediction. Nevertheless for medium and long term prediction, PSOBPN model will provide better prediction.
Reference

[1] Bollerslev, T. (1986), “Generalized Autoregressive Conditional Heteroscedasticity,” Journal of  econometrics, Vol.30, pp.307-327.

[2] Chang J.F., C.M. Kuan, and W.Y. Tzeng (2009), “Forecasting Exchange Rates Using Integration of Particle Swarm Optimization and Neural Networks,” Fourth International Conference on Innovative Computing, Information and Control, 2-4 December, Kaohsiung, Taiwan.

[3] Dickey, D.A. and Fuller, W.A. (1979), “ Distribution of the Estimators for Autoregressive  Time  Series  With  a  Unit  Root, ”Journal  of  American  Statistical Association, Vol.74, pp.427-431.

[4] Eberhart, R., and Kennedy, J., Particle swarms optimization, IEEE International Conference on Neural Networks (ICNN’95), pp. 1942-1948, 1995.

[5] Engle R.F. (1982 ) “Autoregressive Conditional Heteroscedasticity with Estimates of the Variance of United Kingdom Inflation,” Vol. 50, No. 4, Jul., pp. 987-1007

[6] Fang, H. and Kwong, K.K. (1991), “Forecasting Foreign Exchange Rate,” Journal of Business Forecasting, Winter 1991, pp.16-19.

[7] Meese, R. and K. Rogoff, 1983a. Empirical Exchange Rate Models of the Seventies: Do They Fit Out of Sample? Journal of International Economics.
[8] Mehran, J. and M. Shahrokhi, (1997),“An  Application  of  Four  Foreign  Currency Forecasting  Models  to  the  U.S.  Dollar and Mexican Peso,” Global Finanace Journal, Vol.8, Issue2, pp.211-220.

[9] Nelly, C.J. and Weller, 2002. Predicting Exchange Rate Volatility: Genetic Programming versus GARCH and Risk Metrics. The Federal Reserve Bank of St. Louis, May/June, 84(3):43-54.

[10] Rauscher, F.A., “Exchange Rates Forecasting: A Neural VEC Approach to Non-Linear Time Series Analysis”, Journal of Time Series Analysis, 1997, pp.461-471.

Target











M








1


b1











L








� EMBED Equation.3 ���


b2











� EMBED Equation.3 ���








� EMBED Equation.3 ���








� EMBED Equation.3 ���








� EMBED Equation.3 ���








Input layer








1





Genetic Algorithm Model








Hidden layer











� EMBED Equation.3 ���























i














8

[image: image23.wmf](

)

h

pj

h

j

net

m

[image: image24.wmf]h

pj

net

[image: image25.wmf]o

p

net

[image: image26.wmf]h

ji

w

_1419941131.unknown

_1419941137.unknown

_1419941139.unknown

_1419941140.unknown

_1419941142.unknown

_1419941138.unknown

_1419941135.unknown

_1419941136.unknown

_1419941133.unknown

_1419941134.unknown

_1419941132.unknown

_1419941127.unknown

_1419941129.unknown

_1419941130.unknown

_1419941128.unknown

_1419941125.unknown

_1419941126.unknown

_1419941124.unknown

