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( )

( ) 1997  7

(The University 

Corporation for Atmospheric Research, UCAR)

(Advanced Operational Aviation Weather System, AOAWS) 2002 7

 2006  2010  5

(The Advanced Operational Aviation Weather System 

Enhancement and Support  AOAWS-ES) 10

AOAWS

2011

(Technical Enhancement for the Advanced Operational 

Aviation Weather System AOAWS-TE) AOAWS

(

)

(2012) AOAWS 15 (Implementation Agreement No.15, 

IA#15) AOAWS-TE ( )

CIP ( ) NCAR NTDA ( )

( ) ( )AOAWS

( ) AOAWS ( ) ( )

(2013)
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2012 9 22 28 Boulder

NCAR

(AWC)

AOAWS ( CIP NTDA )
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 9 22

2 16:40

(BR12)

9 22 15:55 21:45

2 30 9 23 01:00

(Boulder) (Best Western Golden Buff)

 9 23

 9 24

09:00-09:15 NCAR(FL-3 ROOM 2072)

AOAWS-TE Mr. Bill Mahoney

Bill Mahoney Gary Cunning

09:15-09:45 Mr. Gary Cunning IA#15
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15 (AOAWS-TE 

IA#15)

#1–

( ) AOAWS

(WRF)

( )

( )

( ) CIP

#2– NCAR

( )

( )

( )

( )

( ) AOAWS

#3–

( ) WRF

( )

( ) AOAWS

( ) UCAR

( ) AOAWS

( )

#4-

( ) Jadite Java Framework

JMDS
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( ) CIDD JMDS

( ) UCAR MDS

CIDD JMDS

( ) JMDS WMDS CIP NTDA UCAR

AOAWS

( ) AWOS (RCMT) AWOS

#5-AOAWS

( ) AOAWS

( ) WAFS

WIFS AOAWS

( ) MTSAT-2 (JWA)

(JMA)

( ) JWA EUMETSAT

AOAWS

( ) AOAWS

UCAR AOAWS

#6-AOAWS

( ) AOAWS

( ) AOAWS

#7–

( )

( ) ( SMD )
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( ) ( SMD )

#8-

( )

( )

( ) AOAWS-TE

( )

IA#15

( ) NCAR

IA#15

09:45-10:15 Ms. Marcia K. Politovich NCAR’s Icing Forecasting 

and Diagnosis Projects AOAWS-TE IA#15 Task#1: 

NASA NIRSS(NASA Icing Remote Sensing System)

(radiometer) X K-Band (Ceilometer)

Mr. Cory A. Wolff Current Icing Product 

(CIP) Status WRF-RAP(CONUS) CWB-WRF

NCAR

8

WRF-RAP CWB-WRF

CIP

CWB-WRF (CWB)

4 run NCAR WRF-RAP

CWB

NCAR WRF

CIP
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( ) NCAR (

)

NCAR IA#16

4

11 12

10:15-10:30 Coffee/Tea break

10:30-11:00 Mr. John Williams Update on the NCAR 

Turbulence Detection Algorithm (NTDA) Product Development

AOAWS

NCAR (NTDA)

UCAR FAA
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NEXRAD(S-band)

(EDR) EDR (

)

    NTDA AOAWS

NTDA (mosaic) NTDA

NTDA

AOAWS

NTDA AOAWS

FAA GTG2.5

NTDA AOAWS

NTDA 2012 2014

NCAR NTDA

NCAR

NTDA

NCAR NCAR

(Header)
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11:00-11:30 Mr. Jim Cowie Enhancement of Airport 

Ceiling and Visibility Product WRF

WRF

AOAWS  (Model Output Statics MOS)

WRF
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AOAWS

IA#15 10

NCAR

MOS

2012

NCAR 2014 NCAR

AOAWS

11:30- 12:00 Mr. Aaron Braeckel Display Update

JMDS Java Jade

(framework) Jadite Java

JMDS framework XML

JMDS JMDS

CIP NTDA

JMDS 2012

JMDS Java

JMDS Java NCAR Java

JMDS

AWOS

NCAR

NCAR 3 28
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NCAR

AWOS

Java

2:00- 2:30 Ms.Cathy Kessinger Airport Bird Detection Radar 

Project FAA

2:30-3:30 NCAR Dr. David Johnson Wind Shear Detection Systems 

Upgrades-Open Discussion

LLWAS
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LLWAS

( ) NCAR LLWAS

( )

LLWAS

NCAR

NCAR

( )

LLWAS

LLWAS (

)

( ) LLWAS

A3

NCAR

LLWAS 103
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David Johnson LLWAS

3:30-4:00 NCAR ATM Weather Integration Task(IA#15 related) 

Discussion

IA#16

(Air Traffic Management System ATMS)

(Taipei Area Control 

Center TACC) AOAWS

ATMS

(Thunderstorm Identification, Tracking and Nowcasting TITAN)

NTDA CIP ATMS

ATMS

UCAR CAA

ATMS

ATMS
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Bill Mahoney ATM Weather Integration Task Discussion

4:00-5:30 Discussion of open questions IA#15 IA#16

2014 CWB WRF (3 /15 ) WRF

AOAWS ?

    NCAR ITFA CIP FIP RIP

WRF 2009

AOAWS WRF 45/15/5km 20/4km NCAR

1 WRF

AOAWS

CPU

WRF

WRF

WRF

NCAR

AOAWS ?
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MTSAT AOAWS

?

    NCAR

MDV AOAWS

AOAWS

MTSAT-1R MTSAT-2 2014

2015

NCAR

AOAWS-TE 2014

NCAR

JMDS AWOS Display Java Java

AOAWS ?

    NCAR NCAR Windows Linux-based Java 6 7

Java 6.0 7.0 JMDS

AWOS NCAR

NCAR Java Java

Java

JMDS AWOS

Java (JRE  Java Runtime Environment)

7 Java Java 6.0 Java 7.0 Java 7.0

JMDS AWOS Java 7

(Java 7.0 Updated 7)

Java NCAR
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NCAR

? AOAWS ?

    NCAR AOAWS

NCAR

NCAR

NCAR

?

?

    NCAR IA#15 NACR

2014 (IA#17)

1 3

6 12 24 1 1

NCAR

AMDAR JMDS

    NCAR AMDAR

(GTS) GTS

(text) (bufr) NCAR

text AOAWS Web Service

NCAR 2013 bufr 4 AOAWS 12

Java Certificate JMDS

AWOS DISPLAY ?
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    NCAR NCAR IISI

Java Certificate NCAR Certificate

Java 

Certificate IISI

RCFG( ) AWOS 2013 11 NCAR 2013

RCFG AWOS Display

    NCAR NCAR AWOS

NCAR

(CVS)

NCAR IISI

AWOS

AOAWS 12 IA#16

AOAWS Debian6 64

NCAR 11 ?

NCAR NCAR Linux Debian6 32

AOAWS

IA#15 Linux NCAR

AOAWS Linux

7 ~9 Debian 6.0 32

NCAR AOAWS

    NCAR Mr. Bill 

Mahoney(12 4 ) Mr. Gary Cunning(12 3 ) IA#15

12 6 NCAR 12 8
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    NCAR 2013 4 22

Colorado Boulder 2013 9 9

NCAR

 9 25

Gary Cunning

UA571 Missouri Kansas 

City 11

AWC

11:30- 3:00 Mr. Joe Bishop Director Mr. 

Robert W. Maxson Mr. Robert W. Maxson

AWC NOAA NWS

NCEP AWC AWC

ICAO

SIGWX

SIGWX TAF
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SIGMET AIRMET

METAR SPECI

AWC ICAO AWC

20

?

AWC

12,000 SIGMET 1000

25

AIRMET SIGMET Low Level 

SIGWX AIRMET 45,000

AIRMET 6 6

6

AIRMET

ICAO

( )

AWC 2
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ICAO 45,000 SIGWX

(

) ICAO

ICAO TAF TREND TYPE

TAKE-OFF WFO

AWC

CIP NTDA AWC

AWC CIP NTDA CIP

NTDA

NTDA

AWC
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CIP NTDA

AWC

15:00-15:30 Gary Cunning

 9 26

09 00-11 30 AWC

Mr. James H. Poole

WMO
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AWC Mr. James H. Poole

4 00-6 13 UA 4528

9 50-10 24 UA 1166

 9 27

01:55 (BR15)

 9 28

6:10
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(TECRO) (AIT)�

(UCAR) 10

UCAR

(NCAR)

(CIP)

FAA

Forecast Nowcast

NCAR

NCAR (NTDA)

UCAR FAA

NEXRAD(S-band)

(EDR)

NCAR 10
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NCAR

IA#16 (Air

Traffic Management System ATMS)

ATMS

(

) ICAO

( )

AWC

2

ICAO

45,000 SIGWX

WMO



�

� 26



�

� 27

IA#16

(ATMS)

ATM NCAR

10

NCAR 2014

(WRF)

WRF

(AOAWS-TE) 2014

AOAWS-TE

NCAR IISI
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2012 UCAR-CAA AOAWS-TE Project Review Meeting Agenda
09/24/2012 Monday (FL-3 Room 2072)  
Time Activity Host/Speaker/Participants 
8:30 Pick-up from hotel  Celia Chen 
9:00 Opening/welcome Bill Mahoney 
9:15 IA#15 status and AOAWS-TE System 

Version 11 and updates 
Gary Cunning & Jim Cowie 

9:45 Update on the Current Icing Potential (CIP) 
Product Development 

Marcia & Cory Wolff 

10:15 Coffee/Tea break   
10:30 Update on the NCAR Turbulent Detection 

Algorithm (NTDA) Product Development 
John Williams 

11:00 Update on Ceiling, Visibility, Wind, 
Temperature, etc. Prediction algorithms  

Jim Cowie 

11:30 Update on AOAWS Display Enhancement  Aaron Braeckel  
14:00 Airport Bird Detection Radar Project Cathy Kessinger 
14:30 Wind Shear Detection Systems 

Upgrades-Open Discussion 
CAA, Bill Mahoney , David 
Johnson

15:30 ATM Weather Integration Task(IA#15 
related) Discussion 

Bill Mahoney, Tenny Lindholm

16:00 Discussion of open questions Bill Mahoney, Gary Cunning, 
Jim Cowie 

17:00
9/25/2012 Tuesday 
Time Activity Host/Speaker/Participants
Morning Travel to Kansas City, 

Missouri(fly)
Gary Cunning+CAA 

Afternoon Matt Strahan, Joe Bishop 

9/26/2012 Wednesday 
Time Activity Host/Speaker/Participants
Morning Visit NWS-Training 

center
Matt Strahan, Joe Bishop

Afternoon Depart for Taiwan  
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AOAWS-TE Program Review Meeting Notes 
Boulder Meeting 

24 September 2012 

NCAR Response: 

� ITFA will have to be re-tuned and possibly modified 

� Instances of Wrf2Mdv will have to be modified 

� CIP and FIP will have to be tested, retuned and verified 

� RIP and model display web pages will have to be tested, 
possibly modified 

� If the WRF data fields change and/or forecast lead times, then 
additional system work will be required 

� Overall load on AOAWS will increase, which may require 
increases in bandwidth, disk space, memory or CPU
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NCAR Response: 
� Reformatting to MDV will still work 
� File format change will be a problem and some software 

engineering will be required to adapt the AOAWS to these 
changes

� NCAR can’t provide much advice without additional 
information 
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NCAR Response: 

� NCAR could not reproduce problem with Java 6 & 7 on 
Windows- and Linux-based hardware. 

� Additional information from TAMC indicated that perhaps 
this is a networking or firewall configuration problem 

� NCAR will have to watch for additional indications that the 
problem still exists 

� We will monitor future developments of the Java 
environment to see if they will remain ‘backwards’ 
compatible. There is some uncertainty with how Oracle will 
move ahead with future Java developments. This is an 
issue for the entire Java community 
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NCAR Response: 

� NCAR can create general procedures based on anticipated 
scenarios that can provide guidance when these changes 
occur

� NCAR cannot create a set of configurations files without 
specific details 

NCAR Response: 

� NCAR, IISI, and the CAA will develop a procedure to use the 
CAA Java certificate when signing AOAWS display jar files 
that will replace the current practice of using NCAR’s 
certificate. Execution of the procedure will become the 
responsibility of the CAA with support from IISI. 
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NCAR Response: 

� A verification system is not part of included work for IA #15, 
but the data that are used in this process can be used for 
verification

� Therefore, a verification product can be created from the 
tools created to perform analyses 

� If requested, NCAR will develop a ‘real-time’ verification
capability for this product system as part of IA #17 

NCAR Response: 

� AMDAR data will be available on JMDS with first release of 
AOAWS version 12 in April 2013 

� The BUFR decoding must be completed to accomplish this 
task

� Work will not begin until start of IA#16 because of timing, 
staff availability and budget 
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NCAR Response: 

� NCAR will ensure resources are available to complete task, 
but it will be added after the Acceptance Meeting 

� TAMC and IISI performed large portion of work to add 
RCMT

� The November date may conflict with final AOAWS 12 
install; therefore, we will move this activity to after the IA 
#16 Acceptance Meeting 

� There may be four new ‘AWOS’ stations added in 2013 for a 
total of ten 

NCAR Response: 

� The final release during IA#15 (version 11.1) will be 32-bit 
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� The work to install and test the 64-bit release will take some 
time

� The 64-bit Debian version is scheduled to be part of first 
AOAWS 12 release in April 2013. 

NCAR Response: 

� Bill Mahoney and Gary Cunning will attend the Acceptance 
Meeting

� Thursday, 6 December date (as listed in IA#15) will work for 
NCAR

� Gary Cunning will arrive on Monday, 3 December  

� Bill Mahoney will arrive on Tuesday, 4 December 

� Bill and Gary will plan to depart Taiwan on Saturday, 8 
December
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NCAR Response: 

� NCAR proposes that the first training session at TAMC 
occur during the week of 22 April 2013 

� This week would coincide with the first ATMS (IA#16 Task 
#3) user group meeting 

� NCAR proposes that the second training session in Boulder 
begin on 9 September 2013  

� The CAA indicated that the length of second training will 
be 3 weeks (12 or 13 working days (depending on the 
training schedule details) with two CAA trainees. 

�



ADVANCED OPERATIONAL AVIATION 
WEATHER SYSTEM – TECHNICAL 
ENHANCEMENTS (AOAWS-TE)

Fall Project Review Meeting
24 September, 2012

Bill Mahoney

Welcome Friends and Colleagues

CAA
� Ching-Yao Chuang (C.Y.)
� Show-Perng Yu (Samuel)
� Hsin-Mou Chen
IISI (International Integrated Systems, Inc.)
� Cheyin Liao
� Ryan Lai
� Shiow-Ming Deng

Agenda
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AOAWS�IA#15�Status�Update

2012�UCAR�CAAAOAWS�TE�Project�Meeting
Gary�Cunning�&�Jim�Cowie

24�September�2012

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

IA#15 Status

• Review IA#15 tasks
• Status of active tasks
• Schedule

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

IA#15 Tasks
• Development of In-Flight Icing Diagnosis Product
• Development of NCAR’s Turbulence Detection 

Algorithm Product 
• Enhance Airport Ceiling & Visibility Prediction 

Product
• Display System Enhancements
• AOAWS Data systems Upgrades, Testing, and 

Integration
• AOAWS Implementation Support and 

Maintenance
• Conduct Training Program
• Project Management, Administration, and 

Documentation Preparation

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Develop and refine the CIP software to operate using the 
AOAWS data sources including the Weather Research and 
Forecasting (WRF) model output, satellite, and surface weather 
observations

• Investigate calibration methodologies and performing the initial 
calibration process

• Evaluate icing case studies to ensure the algorithm is 
performing appropriately

• Prepare CIP development progress reports that will be included 
in the monthly and quarterly reports

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Develop and refine the CIP software to operate using the 
AOAWS data sources including the Weather Research and 
Forecasting (WRF) model output, satellite, and surface weather 
observations
� Held planning meeting
� Modified derived_model_fields to include graupel field from 

model

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Develop and refine the CIP software to operate using the 
AOAWS data sources including the Weather Research and 
Forecasting (WRF) model output, satellite, and surface weather 
observations
� Held planning meeting
� Modified derived_model_fields to include graupel field from 

model
� Refactored model processing to allow CIP and FIP to share 

data
� Added satellite channels needed by CIP 
� All inputs for CIP are available 
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Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Investigate calibration methodologies and performing the initial 
calibration process
� Prepared note on methodologies used in past
� Prepared note on information gathering and sample 

questionnaires
� Received list of questions from TAMC

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Investigate calibration methodologies and performing the initial 
calibration process
� Prepared note on methodologies used in past
� Prepared note on information gathering and sample 

questionnaires
� Received list of questions from TAMC
� Answered list of questions
� Plan to conduct survey during winter, with a possible second 

survey during 2013 Mei-Yu season
� Use case studies to compare differences between WRF-

RAP and CWB-WRF over CONUS

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Evaluate icing case studies to ensure the algorithm is 
performing appropriately
� Created CWB-like version of WRF (CWB-WRF) to run over 

CONUS
� Ran model over a week period for a set of case studies
� Used CWB-WRF and WRF-RAP model results to analyze 

effect of run cycles and file latencies on CIP
� Compared CIP & FIP output from CWB-WRF and WRF-RAP 

models

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Evaluate icing case studies to ensure the algorithm is 
performing appropriately
� Created CWB-like version of WRF (CWB-WRF) to run over 

CONUS
� Ran model over a week period for a set of case studies
� Used CWB-WRF and WRF-RAP model results to analyze 

effect of run cycles and file latencies on CIP
� Compared CIP & FIP output from CWB-WRF and WRF-RAP 

models
� Completed 8 two-week CWB-WRF over CONUS runs
� Begun preparing other CIP inputs 
� Created plan to evaluate CIP’s performance with reduced 

inputs for AOAWS.

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Prepare CIP development progress reports that will be included 
in the monthly and quarterly reports
� Presented analysis and results in first quarter progress 

report.

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Prepare CIP development progress reports that will be included 
in the monthly and quarterly reports
� Presented analysis and results in first quarter progress 

report.
� Will present additional results in fourth quarter progress 

report
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Task 1 – Development of In-Flight Icing 
Diagnosis Product

• Activity for remainder of year
� Complete calibration study (1.2)
� Complete preparation other CIP inputs (1.3) 
� Begin to process seven CIP configurations for one week 

from first case study (1.3)
� Submit a fourth quarter progress report (1.4)

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Obtain and evaluate technical information about the Taiwan 
weather radars such as technical specifications, data formats, 
data quality, scan strategies, and other operational details

• Obtain sample Taiwan Doppler radar datasets
• Develop and refine the turbulence detection algorithm to utilize 

Doppler weather radar data from selected Taiwan doppler
weather radars

• Begin to test the turbulence detection algorithm to ensure it is 
functioning as designed

• Begin to establish AOAWS related connections to the radar data 
in Taiwan and archiving data for research and development

• Evaluate the processing requirements for running the NTDA 
algorithm within the AOAWS environment

• Prepare NTDA development progress reports that will be 
included in the monthly and quarterly report

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Obtain and evaluate technical information about the Taiwan 
weather radars such as technical specifications, data formats, 
data quality, scan strategies, and other operational details.
� Used application Nexrad2Netcdf to view data from RCWF
� Received technical information and decoding source code 

for Gematronik radars from IISI
� Wrote application Gematronik2Netcdf to view data from 

Gematronik radars
� Created a list of questions about the radars

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Obtain and evaluate technical information about the Taiwan 
weather radars such as technical specifications, data formats, 
data quality, scan strategies, and other operational details.
� Used application Nexrad2Netcdf to view data from RCWF
� Received technical information and decoding source code 

for Gematronik radars from IISI
� Wrote application Gematronik2Netcdf to view data from 

Gematronik radars
� Created a list of questions about the radars
� Met with Dr. Shih-Yun Chou at CWB and received answers 

to questions
� Compiling a new list of questions

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Obtain sample Taiwan Doppler radar datasets
� Received sample data from all four radars from IISI

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Develop and refine the turbulence detection algorithm to utilize 
Doppler weather radar data from selected Taiwan doppler
weather radars
� Developed algorithm to determine radar constant
� Investigated impact of clutter on spectrum width estimates
� Installed data ingest, processing, and product generation on 

development computer in Boulder lab
� Developed technique to gather radar field statistics over long time 

periods
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Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Begin to test the turbulence detection algorithm to ensure it is 
functioning as designed
� Reviewed radar data in near-real-time with an interest in 

identifying thunderstorms

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Begin to test the turbulence detection algorithm to ensure it is 
functioning as designed
� Reviewed radar data in near-real-time with an interest in 

identifying thunderstorms
� Identified several issues related to clutter filtering, radar 

operational modes and environment.
� Collected and analyzed reflectivity data from Typhoon Saola

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Begin to establish AOAWS related connections to the radar data 
in Taiwan and archiving data for research and development
� TAMC took lead in gaining approval to access data from 

CWB
� TAMC requested IMC open networking firewall so files can 

be distributed back to Boulder 
� IISI established connection between CWB and AOAWS 

computers
� UCAR configured AOAWS to distribute files and create 

archive in Boulder

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Begin to establish AOAWS related connections to the radar data 
in Taiwan and archiving data for research and development
� TAMC took lead in gaining approval to access data from 

CWB
� TAMC requested IMC open networking firewall so files can 

be distributed back to Boulder 
� IISI established connection between CWB and AOAWS 

computers
� UCAR configured AOAWS to distribute files and create 

archive in Boulder
� Exploring receiving radar data in smaller packets

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Evaluate the processing requirements for running the NTDA 
algorithm within the AOAWS environment
� Performance of NTDA being monitored on development lab 

hardware. Final results will not be available until all CIP, FIP and 
NTDA applications are running on tamc-algorithm1/2 in Boulder lab.

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Prepare NTDA development progress reports that will be 
included in the monthly and quarterly report
� Presented analysis and results in first and second quarter 

progress reports
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Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Prepare NTDA development progress reports that will be 
included in the monthly and quarterly report
� Presented analysis and results in first and second quarter 

progress reports
� Will present additional results in fourth quarter progress 

report

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 2 – Development of NCAR’s 
Turbulence Detection Algorithm Product 

• Activity for remainder of year
� Continue tasks to develop and refine turbulence detection algorithm 

(2.3)
� Continue tasks to test turbulence detection algorithm (2.4)
� Continue to monitor processing resources used by NTDA (2.6)
� Submit fourth quarter progress report (2.7)

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Obtain and process historical METAR and WRF model data for 
CAA selected airports

• Apply statistical methods and techniques to develop statistical 
relationships between model and observational data

• Verify the best approaches and developing algorithms for use in 
the operational AOAWS

• Test the revised ceiling and visibility algorithm in the UCAR test 
environment

• Integrate the revised algorithm code into the AOAWS
• Verify the performance of the ceiling and visibility predictions
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Obtain and process historical METAR and WRF model data for 
CAA selected airports
� Created a growing archive in Boulder of SPDB input, 

intermediate and output from MOS applications using 
AOAWS file distribution.

� Wrote file converter  for regression input data for Cubist/c5.0 
data mining format
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Obtain and process historical METAR and WRF model data for 
CAA selected airports
� Created a growing archive in Boulder of SPDB input, 

intermediate and output from MOS applications using 
AOAWS file distribution.

� Wrote file converter  for regression input data for Cubist/c5.0 
data mining format

� Modified existing MOS applications to run in a playback 
mode and produce diagnostic output

� Moved data to NCAR HPSS for long term storage
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Apply statistical methods and techniques to develop statistical 
relationships between model and observational data
� Preformed Cubist runs to test conversion code
� Built stand-alone test environment to run the existing MOS 

applications in Boulder lab
� Generating output in formats used by statistical tools under 

consideration
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Apply statistical methods and techniques to develop statistical 
relationships between model and observational data
� Preformed Cubist runs to test conversion code
� Built stand-alone test environment to run the existing MOS 

applications in Boulder lab
� Generating output in formats used by statistical tools under 

consideration
� Wrote software for flight category for ceiling and visibility 

data
� Compared results from the application of multi-linear 

regression, cubist regression tree and random forest 
methodologies.

� Wrote software to evaluate RMSE performance for the three 
techniques
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Verify the best approaches and developing algorithms for use in 
the operational AOAWS
� An approach to current technique with new ones was formulated.
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Verify the best approaches and developing algorithms for use in 
the operational AOAWS
� An approach to current technique with new ones was formulated.
� Implemented a persistence-based adjustment using recent METAR 

observations
� Investigated conversion from SPDB to HTML with MosSpdb2Html 

to see how triggering occurred. Changed timing so that updates 
occur every 5 minutes
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Verify the performance of the ceiling and visibility predictions
� Developed script to RMSE performance of raw forecasts with 

forecasts adjusted with recent METARs.
� Analysis of testing led to discovery of several bugs in original 

adjustment step
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Task 3 – Enhance Airport Ceiling & Visibility 
Prediction Product

• Activity for remainder of year
� Test revised ceiling and visibility algorithm (3.4)
� Integrate revised algorithm into AOAWS (3.5)
� Submit report on findings.

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 4 – Display System Enhancements

• Re-engineer JMDS to follow the Jadite framework
• Begin development of the JMDS functionality needed to replace 

CIDD when it is used headless to create images for the WMDS 
web pages

• Create and test in the UCAR lab environment new JMDS 
configurations to replace CIDD on MDS hosts

• Modify JMDS and WMDS to display CIP and NTDA products. 
Perform testing in the UCAR AOAWS lab environment

• Add RCMT to the AWOS Display after the installation of new 
AWOS hardware

• Support the operational versions of the JMDS, WMDS, SMD, 
and AWOS systems

• Respond to user feedback and, as appropriate, provide and 
develop enhancements to address issues raised by the users as 
resources permit
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Task 4 – Display System Enhancements

• Re-engineer JMDS to follow the Jadite framework
� Conducted initial planning meetings 
� Began work on the conversion of JMDS to Jadeite
� Worked on converting MDV layers
� Worked on converting SPDB layers
� Included debugging and testing
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Task 4 – Display System Enhancements

• Re-engineer JMDS to follow the Jadite framework
� Conducted initial planning meetings 
� Began work on the conversion of JMDS to Jadeite
� Worked on converting MDV layers
� Worked on converting SPDB layers
� Included debugging and testing
� Completed Jadite conversion for several tools
� Investigated use of JavaFX and JFreeChart in time series 

tool
� Implemented new color palette generation technique
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Task 4 – Display System Enhancements

• Begin development of the JMDS functionality needed to 
replace CIDD when it is used headless to create images 
for the WMDS web pages
� Added initial capability to JMDS to render images in PNG file 

format
� Introduced tags to JMDS configuration file define image 

generation

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 4 – Display System Enhancements

• Create and test in the UCAR lab environment new JMDS 
configurations to replace CIDD on MDS hosts
� Modified JMDS and configuration so specified tools and sub-

windows appear at startup
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Task 4 – Display System Enhancements

• Modify JMDS and WMDS to display CIP and NTDA 
products. Perform testing in the UCAR AOAWS lab 
environment
� Created JMDS configuration file to show NTDA results from 

development server in Boulder lab
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Task 4 – Display System Enhancements

• Add RCMT to the AWOS Display after the installation of 
new AWOS hardware
� Released AWOS Display 11, with RCMT
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Task 4 – Display System Enhancements

• Support the operational versions of the JMDS, WMDS, 
SMD, and AWOS systems
� Updated SysView diagrams for WIFS, RCMT AWOS and 

radar file distribution
� Updated WRF Model web page on WMDS

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 4 – Display System Enhancements

• Support the operational versions of the JMDS, WMDS, 
SMD, and AWOS systems
� Updated SysView diagrams for WIFS, RCMT AWOS and 

radar file distribution
� Updated WRF Model web page on WMDS
� Investigated late METARs on AWOS display
� Updated Sysview diagrams to match changes introduced by 

code cleanup and architecture changes
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Task 4 – Display System Enhancements

• Respond to user feedback and, as appropriate, provide 
and develop enhancements to address issues raised by 
the users as resources permit
� Responded to a TAMC request for more information about 

Java security certificates
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Task 4 – Display System Enhancements

• Respond to user feedback and, as appropriate, provide 
and develop enhancements to address issues raised by 
the users as resources permit
� Responded to a TAMC request for more information about 

Java security certificates
� Responded to a TAMC request to look in to problems 

running JMDS under Java 7
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Task 4 – Display System Enhancements

• Activity for remainder of year
� Add new satellite data
� Test JMDS 11
� Create JMDS 11 release
� Update JMDS manual
� Continue with CIDD replacement as time allows

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Support TECRO’s designated representative, CAA, in 
troubleshooting any problems associated with the AOAWS data 
system on Taiwan

• Transition from WAFS to WIFS, making necessary adjustments 
to AOAWS processing and updating system documentation

• Transition from JWA format of MTSAT2 data to the JMA format, 
which includes any AOAWS architecture and system 
documentation updates

• Develop capability to process EUMETSAT satellite data 
provided by the JWA. This includes any AOAWS architecture 
changes precipitated by the inclusion of this new data set. 
System monitoring and documentation will also be updated

• Develop code to integrate new data types into the AOAWS 
including new and enhanced turbulence and icing product 
datasets and testing the code in the UCAR AOAWS test 
environment
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Provide assistance to the CAA, to ensure that the necessary 
data links, hardware, and network capacity are identified and 
available as AOAWS upgrades are implemented at CAA 
facilities

• Refine AOAWS system operator manuals in PDF format 
suitable for both printing and on-line browsing. Provide a link to 
the manuals from suitable AOAWS web pages

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Support TECRO’s designated representative, CAA, in 
troubleshooting any problems associated with the AOAWS data 
system on Taiwan
� Investigating short periods where current METARs and 

AWOS data were not available on tamc-wmds1

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Support TECRO’s designated representative, CAA, in 
troubleshooting any problems associated with the AOAWS data 
system on Taiwan
� Investigating short periods where current METARs and 

AWOS data were not available on tamc-wmds1
� Investigated late-arriving METARs causing their datasets to 

turn red on Sysview. Modified Metar2Spdb configuration.
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Transition from WAFS to WIFS, making necessary adjustments 
to AOAWS processing and updating system documentation
� Developed scripts to retrieve WAFS data from the WIFS 

server
� Modified AOAWS infrastructure to utilize products 
� Tested in Boulder lab
� Installed on operational tamc-data2
� Discussed options with TAMC on how to transition to GRIB2 

files for AISS when GRIB1 files are removed from the WIFS 
server
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Transition from WAFS to WIFS, making necessary adjustments 
to AOAWS processing and updating system documentation
� Developed scripts to retrieve WAFS data from the WIFS 

server
� Modified AOAWS infrastructure to utilize products 
� Tested in Boulder lab
� Installed on operational tamc-data2
� Discussed options with TAMC on how to transition to GRIB2 

files for AISS when GRIB1 files are removed from the WIFS 
server

� Modified AISS ftp role to use WIFS feed
� Created script to force GRIB files to be resent to AISS ftp 

server
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Transition from JWA format of MTSAT2 data to the JMA format, 
which includes any AOAWS architecture and system 
documentation updates
� Wrote application JmaMtSatHRIT2Mdv to convert JMA to 

MDV format
� Tested on sample files
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Transition from JWA format of MTSAT2 data to the JMA format, 
which includes any AOAWS architecture and system 
documentation updates
� Wrote application JmaMtSatHRIT2Mdv to convert JMA to 

MDV format
� Tested on sample files
� Created real-time simulation of JWA data
� Integrated applications in Boulder lab
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

Old HRIT IR
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

New HRIT IR
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

Old HRIT VIS
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

New HRIT VIS
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Develop capability to process EUMETSAT satellite data 
provided by the JWA. This includes any AOAWS architecture 
changes precipitated by the inclusion of this new data set. 
System monitoring and documentation will also be updated
� Wrote MeteosatBin2Mdv to convert the EUMETSAT binary 

files to the MDV format
� Tested on sample data
� Created real-time simulation of EUMETSAT data
� Integrated applications in Boulder lab
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

Meteosat
Indian Ocean
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

Meteosat
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Develop code to integrate new data types into the AOAWS 
including new and enhanced turbulence and icing product 
datasets and testing the code in the UCAR AOAWS test 
environment
� Investigated AMDARs 
� Began writing Amdar2Spdb application to convert ASCII and 

BUFR formatted messages to SPDB. 
� Modified AOAWS to processing RCMT AWOS files and 

convert to SPDB format.
� Added text data service role, called text_server, to AOAWS
� Added ability to print XML-formatted SIGMETs to 

SpdbQuery
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Develop code to integrate new data types into the AOAWS 
including new and enhanced turbulence and icing product 
datasets and testing the code in the UCAR AOAWS test 
environment
� Investigated AMDARs 
� Began writing Amdar2Spdb application to convert ASCII and 

BUFR formatted messages to SPDB. 
� Modified AOAWS to processing RCMT AWOS files and 

convert to SPDB format.
� Added text data service role, called text_server, to AOAWS
� Added ability to print XML-formatted SIGMETs to 

SpdbQuery
� Identified and tested BUFR decoding library using TAMC 

supplied AMDAR messages
� Tested processing of global satellite composite
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Provide assistance to the CAA, to ensure that the necessary 
data links, hardware, and network capacity are identified and 
available as AOAWS upgrades are implemented at CAA 
facilities
� Turned tamc-service into a gateway for AOAWS files to 

transferred to Boulder, with assitance of TAMC
� Established the transfer of radar files from CWB, with the 

assistance of IISI and TAMC
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Provide assistance to the CAA, to ensure that the necessary 
data links, hardware, and network capacity are identified and 
available as AOAWS upgrades are implemented at CAA 
facilities
� Turned tamc-service into a gateway for AOAWS files to 

transferred to Boulder, with assitance of TAMC
� Established the transfer of radar files from CWB, with the 

assistance of IISI and TAMC
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Task 5 – AOAWS Data systems Upgrades, 
Testing, and Integration

• Activity for remainder of year
� Continue and support and troubleshoot AOAWS
� Update operators manual
� Continue work on Amdar2spdb as time allows
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Provide general assistance to TECRO’s designated 
representative, CAA, in supporting and operating the AOAWS 
including assisting the CAA with any AOAWS related new 
hardware installation and network configuration changes 

• Provide assistance to the CAA in troubleshooting problems with 
various versions of the AOAWS, if and when they occur

• Support and maintain the installed operational version of the 
AOAWS

• Install, test, and support upgraded versions of the AOAWS
• Correct AOAWS defects that arise from the upgrades

UCAR Confidential and Proprietary. © 2012 University Corporation for Atmospheric Research. All rights reserved.

Task 6 – AOAWS Implementation Support 
and Maintenance

• Provide general assistance to TECRO’s designated 
representative, CAA, in supporting and operating the AOAWS 
including assisting the CAA with any AOAWS related new 
hardware installation and network configuration changes 
� Collected hardware information on AOAWS hosts
� Installed 32-bit  Debian 6 on the operational computers
� Installed Opsview
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Provide general assistance to TECRO’s designated 
representative, CAA, in supporting and operating the AOAWS 
including assisting the CAA with any AOAWS related new 
hardware installation and network configuration changes 
� Collected hardware information on AOAWS hosts
� Installed 32-bit  Debian 6 on the following operational 

computers
� Installed Opsview
� Set up tamc-gateway1/2 and tamc-algorithm1/2
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Provide assistance to the CAA in troubleshooting problems with 
various versions of the AOAWS, if and when they occur
� Corrected failing disk on tamc-archive1
� Corrected failing network adapter
� Diagnosed and fixed high load problem on tamc-caasv2 that 

stalled the AOAWS 11.0 installation
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Provide assistance to the CAA in troubleshooting problems with 
various versions of the AOAWS, if and when they occur
� Corrected failing disk on tamc-archive1
� Corrected failing network adapter
� Diagnosed and fixed high load problem on tamc-caasv2 that 

stalled the AOAWS 11.0 installation
� Corrected additional hardware and system problems
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Support and maintain the installed operational version of the 
AOAWS
� Performed general system maintenance and monitoring 

report
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Install, test, and support upgraded versions of the AOAWS
� Created AOAWS 11.0 distribution

• Debian 2.6 (squeeze) 32-bit port 
• WIFS processing
• Amdar2Spdb
• WMDS text server role
• AWOS 11 Display (RCMT)
• CWB radar file transfer and distribution
• XML-formatted SIGMETs
• Model display web page updates

� Installed AOAWS 11.0
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Install, test, and support upgraded versions of the AOAWS
� Performed code clean up
� Added tamc-gateway1/2 and tamc-algorithm1/2 hosts to AOAWS
� Improved the checkout, build and release preparation processes
� Set up Boulder lab hardware
� Separated simulation components from AOAWS code base
� Created aoaws-sim host to drive simulation
� Created Debian 32-bit version of AOAWS 11.1 
� Created Debian 64-bit version of AOAWS 11.1
� Installed both versions of AOAWS 11.1 in lab
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Install, test, and support upgraded versions of the AOAWS
� Code clean up

• Performed on source code, scripts, configuration files, and data directories
• Removed several hundred scripts and configuration files
• Removed several hundred unused  data directories
• Removed more than twenty applications
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Install, test, and support upgraded versions of the AOAWS
� AOAWS 11.1 release

• Removed old host types
• Added new host types 
• Removed lab simulation components from AOAWS.
• Moved FIP processing to the algorithm host type
• Moved all file retrieval processing to the gateway host type
• Moved all WRF model format conversion (MDV and SPDB) to the modelserver

host type.
• Moved all RIP image conversion to caasv host type
• Added JMA-formatted MTSAT file processing
• Added EUMETSAT file processing
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Task 6 – AOAWS Implementation Support 
and Maintenance

• Activity for remainder of year
� Continue test and fix problems 
� Create AOAWS 11.1 installation plan
� Install AOAWS 11.1 on operational hardware
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Task 7 – Conduct Training Program

• Prepare a training program plan designed to educate CAA staff 
on scientific and technical aspects of the AOAWS system

• Create training materials designed to educate CAA staff on 
scientific and technical aspects of the AOAWS system

• Conduct training programs designed to educate CAA staff on 
scientific and technical aspects of the AOAWS system
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Task 8 – Project Management, Administration, 
and Documentation Preparation

• Carry out general project management, such as planning, 
budgeting, technical consultations with team members, and 
tracking progress

• Prepare monthly and quarterly progress reports
• Obtain and review user feedback on the AOAWS-TE system
• Respond to routine technical and information requests from 

CAA
• Participate in AOAWS-TE related meetings
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Schedule

• Installations
� AOAWS 11.1 Install: 5 November

• Meetings
� Acceptance meeting: 6 December
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Questions
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NATIONAL CENTER FOR ATMOSPHERIC RESEARCH

Current Icing Product (CIP) 
Status

Cory A. Wolff
Annual AOAWS-TE Project Review Meeting

NCAR, Boulder, CO
24 September 2012

NATIONAL CENTER FOR ATMOSPHERIC RESEARCH

CWB-WRF and WRF-RAP

Model Lag Time

• CWB WRF
� Run every 6 hours
� 5 hour latency
� 5 – 10 hour forecasts to be used in CIP

• WRF-RAP (CONUS)
� Run every hour
� 1 hour latency
� 3 hour forecasts used in CIP

• Could use shorter forecast but concern exists 
about model “spin up” of moisture fields

CWB-WRF
• Run over CONUS
� Same configuration as that used by CWB

• No data assimilation – GFS initialized
� Two domains

• Outer (20 km): Closely matches WRF-RAP
• Inner (4 km): Southeast U.S. is a surrogate for 

Taiwan

Domain 1                      Domain 2
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Domain 1                      Domain 2 Cases

• Eight weeks chosen to test in all seasons and 
maximize the PIREPs available in Domain 2

• 12 – 18 January 2011
• 28 January – 3 February 2011
• 4 – 10 March 2011
• 21 – 27 July 2011
• 14 – 20 October 2011
• 24 – 30 November 2011
• 21 – 27 December 2011
• 4 – 10 February 2012

28 January – 3 February 2011 PIREPs

2011�02�02�00

12�h�fcst 6�h�fcst

Model and Observation Comparison
Model Field Distributions

• Positive icing PIREPs matched to nearest 
model grid point
� Useful for shaping interest maps and 

showing differences in how models 
forecast the fields of interest for icing

53



R
A
P

T
W
R
F

R
A
P

T
W
R
F

Difference Fields
• Calculate differences between forecast times 

for each earlier hour
� 10 hour forecast � 4 hour forecast
� 9 hour forecast � 3 hour forecast
� 8 hour forecast � 2 hour forecast
� 7 hour forecast � 1 hour forecast

• Instead of looking at many difference images 
(7 days, 4 runs per day, 37 levels = over 1000 
images) we counted the differences that were 
outside predefined thresholds

• Can also limit based on altitude, region, 
forecast valid time, etc.
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NATIONAL CENTER FOR ATMOSPHERIC RESEARCH

TCIP and CIP-RAP

CIP Configurations (CONUS)

1.  WRF-RAP runs with a three-hour forecast used at 
each hour.
2.  WRF-RAP runs using 5 – 10 hour forecasts each 
hour.
3.  CWB-WRF runs on domain 1 using 5 – 10 hour 
forecasts each hour.
4.  CWB-WRF runs on domain 2 using 5 – 10 hour 
forecasts.
5.  CWB-WRF runs on domain 1 without PIREP input.
6.  CWB-WRF runs on domain 2 without PIREP input.
7.  CWB-WRF runs on domain 2 without PIREP and 
radar input.

Configurations (CONUS)

1.  WRF-RAP runs with a three-hour forecast used at 
each hour.  COMPLETED
2.  WRF-RAP runs using 5 – 10 hour forecasts each 
hour.
3.  CWB-WRF runs on domain 1 using 5 – 10 hour 
forecasts each hour.
4.  CWB-WRF runs on domain 2 using 5 – 10 hour 
forecasts.
5.  CWB-WRF runs on domain 1 without PIREP input.
6.  CWB-WRF runs on domain 2 without PIREP input.
7.  CWB-WRF runs on domain 2 without PIREP and 
radar input.

Configurations (CONUS)

1.  WRF-RAP runs with a three-hour forecast used at 
each hour.  COMPLETED
2.  WRF-RAP runs using 5 – 10 hour forecasts each 
hour.  IN PROGRESS
3.  CWB-WRF runs on domain 1 using 5 – 10 hour 
forecasts each hour.  IN PROGRESS
4.  CWB-WRF runs on domain 2 using 5 – 10 hour 
forecasts.
5.  CWB-WRF runs on domain 1 without PIREP input.
6.  CWB-WRF runs on domain 2 without PIREP input.
7.  CWB-WRF runs on domain 1 without PIREP and 
radar input.
8.  CWB-WRF runs on domain 2 without PIREP and 
radar input.

CIP on Domain 2

• New version of CIP algorithm
• Upgrades
� “Scientist” code to “engineered” code

• Better design with more modules and classes
� Inflexible to adaptable

• New models and datasets
• Many of the inner workings have been 

parameterized
� Data-driven

• Will run when certain new datasets (likely 
model and satellite) become available

CIP Evaluation

• 28 January – 3 February 2011
• Simple Statistics
� Probability of detecting icing events (PODy)
� Probability of detecting non-icing events (PODn)
� Percent of grid covered by icing

PODy PODn % Volume

TCIP 0.81 0.42 7.54

CIP-RAP 0.79 0.41 7.38
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POD and Volume Charts

Future Work

• Fall
� Complete full evaluation of one of the 

cases
• All configurations
• Model validation
• Algorithm verification

• 2013
� Complete evaluation of all cases
� Implement CIP
� Calibration and verification in Taiwan

Calibration and Verification
• Solicitation of PIREPs to get more data
� We have found these to work well in small 

doses
� Need to choose the right time for getting icing 

conditions
• MayYu season?

• Questionnaires developed for various groups
� Pilots
� Traffic control
� Dispatchers
� Meteorologists

Example Questions
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Update on the NCAR Turbulence 
Detection Algorithm (NTDA)

Product Development

2012 UCAR-CAA AOAWS-TE Project Review Meeting
September 24, 2012

John Williams, Greg Meymaris

NCAR Turbulence Detection Algorithm (NTDA)

Objectives:
•Utilize Doppler weather 
radar data to provide 
remote, high-resolution, 
rapid-update atmospheric 
turbulence intensity 
measurements.
•Provide measurements 
with minimal latency to 
serve users and improve 
tactical situational 
awareness, airspace 
utilization, and safety.

Doppler Wx 
Radar

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 1

NTDA vs. ITFA Turbulence

• ITFA (aka GTG) is an 
NWP model-based 
turbulence forecast
product 

• NTDA is a Doppler 
radar-based turbulence 
detection product.
� No predictive capability
� Observes turbulence in 

radar scan when cloud is 
present and the signal is 
free of contamination

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of ITFA Turbulence, 
9/20/12 02:00 Z, FL 210 

2

Sources of Turbulence

Graphic source: P. Lester, �Turbulence – A new perspective for pilots,� Jeppesen, 1994

Clear-air
Turbulence (CAT)

Mountain wave
Turbulence (MWT)

Low level 
Terrain-induced
Turbulence (LLT) Convective boundary

Layer turbulence

In-cloud turbulence

Cloud-induced or
Convectively-
induced
Turbulence (CIT)

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 3

NTDA Measures Eddy Dissipation Rate (EDR)

• EDR�is�a�measure�of�the�dissipation�rate�of�energy�at�the�
smallest�scales�(units�of�dE/dt�=��,�m2 s�3)

• NTDA�display�uses�EDR�thresholds
that�correspond�to�null,�light,
moderate�or�severe�turbulence
for�a�mid�sized�commercial�
aircraft�in�cruise
� Could�be�translated�to�impact�on

individual�aircraft

energy�flow smallest�eddieslargest�eddies

Energy

1/eddy size

no 
turbulence

� severe
� moderate
� light

Downscale cascade (slope=-5/3)
UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 4

NTDA System Components
• NTDA processing
� Runs radar by radar, 

producing EDR and 
confidence on a polar 
coordinate grid for each 
sweep.  

• NTDA mosaic
� Merges data from multiple 

radars to produce 3D grids 
of EDR and “confidence”

� dBZ is also mosaicked for 
diagnostic purposes 

NTDA
(Radar by Radar)

NTDA
(Radar by Radar)

NTDA
(Radar by Radar)

NTDA
(Radar by Radar)

NTDA
Mosaic

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 5

Raw radar 
data
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Taiwan NTDA Accomplishments to Date
• Established a real-time feed of Taiwan radar 

data to NCAR
• Wrote and tested software for data ingest and 

pre-processing
• Created, implemented and tested algorithms 

for estimating required quantities not present in 
the radar metadata

• Implemented a prototype real-time system:
� Data ingest
� NTDA processing
� 3-D mosaic
� Display

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 6

E.g., Estimating Missing Radar Metadata

• NTDA makes significant use of metadata 
including radar operating characteristics, but 
these are not all available for all 4 radars
� Radar constant (to compute signal-to-noise ratio, 

SNR) on Gematronik radars estimated via 
reflectivity

• May cause some under-estimates of SNR, reducing 
coverage, but effect should be minimal

� Number of pulses per beam (used to help assess 
quality) on RCWF estimated via pulse repetition 
time, scan type, and antenna rotation rate

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 7

Prototype Taiwan NTDA Data Flow

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 8

CWB Radar Data

Nexrad2NetcdfGemtronik2Netcdf

NCARTurbDetectAlg

Gemtronik2Netcdf Gemtronik2Netcdf

NCARTurbDetectAlgNCARTurbDetectAlgNCARTurbDetectAlg

ConfWgtdMosaic ConfWgtdMosaic

EDR Mosaic dBZ Mosaic

RCCG RCKT RCHL RCWF

Runs Every
5 Minutes

Runs Every
5 Minutes

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of ITFA Turbulence, 9/14/12 9:00 Z, FL 210 
9

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of prototype NTDA Turbulence, 9/14/12 9:00 Z, FL 210 
10

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of NTDA + ITFA contours, 9/14/12 9:00 Z, FL 210 
11

58



Prototype Display Case Study
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JMDS display of 2D Radar, 9/14/12 9:00 Z, FL 210 
12

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of Cloud Top Height, 9/14/12 9:00 Z, FL 210 
13

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of 2D Radar, 9/14/12 10:00 Z, FL 210 
14

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of Cloud Top Height, 9/14/12 10:00 Z, FL 210 
15

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS display of NTDA + ITFA contours, 9/14/12 10:00 Z, FL 210 
16

Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS cross-section display of NTDA + ITFA contours, 9/14/12 10:00 Z, FL 210 
17
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Prototype Display Case Study

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

JMDS cross-section display of dBZ + ITFA contours, 9/14/12 10:00 Z, FL 210 
18 UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

2012 Tasks for Development and Implementation of 
NCAR’s Turbulence Detection Algorithm Product
1. [>90%] Obtain and evaluate technical information about the Taiwan 

weather radars such as technical specifications, data formats, data 
quality, scan strategies, and other operational details

2. [>90%] Obtain sample Taiwan Doppler radar datasets
3. [60%] Develop and refine the turbulence detection algorithm to 

utilize Doppler weather radar data from selected Taiwan Doppler 
weather radars

4. [40%] Begin to test the turbulence detection algorithm to ensure it is 
functioning as designed

5. [>90%] Begin to establish AOAWS related connections to the radar 
data in Taiwan and archiving data for research and development

6. [30%] Evaluate the processing requirements for running the NTDA 
algorithm within the AOAWS environment

7. [65%] Prepare NTDA development progress reports that will be 
included in the monthly and quarterly report

19

NTDA QC: Mitigating Clutter Contamination
• Clutter and overlaid clutter

affect spectrum width
measurements, so NTDA
censors affected locations
� RCWF: Dynamic clutter map

not available
� RCCG: Clutter filter applied

everywhere, but some clutter
still visible

� RCKT & RCHL: Clutter filter
not applied

• Radar Echo Classifier
(REC) will be tuned to
detect anomalous propagation (AP) and unfiltered clutter

• Static “worst-case” clutter maps will be developed for radars 
where clutter filtering is applied based on data analysis

• An algorithm may be needed for sea clutter mitigation

Clutter detected using REC on RCCG, 
20120406 10:31:47 UTC, 0.5�

20UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

NTDA QC: Radio-Frequency Interference

• RFI often affects spectrum width measurements, 
so regions where RFI is experienced should be 
censored

• RFI is not a problem in the US, so a new 
algorithm for detecting it is needed
� Approach: identify radial artifacts in reflectivity, velocity 

and spectrum width data, and censor affected 
locations 

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 21

NTDA QC: Birds and Insects

• Birds and insects can affect spectrum width 
measurements, so NTDA confidence values are 
lowered in suspect locations

• The current NTDA QC algorithm uses an interest 
map with a reflectivity threshold that varies with 
altitude above ground
� This threshold will need to be tuned for Taiwan
� Alternatively, a more sophisticated algorithm may be 

developed to take into account other characteristics of 
the radar echoes  

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 22

NTDA Tuning and Verification

• Radar simulations will be performed to 
characterize spectrum width accuracy for various 
radars, operational modes, and signal-to-noise 
ratio values

• Spectrum width to EDR translation tables will be 
updated

• In the absence of aircraft turbulence observations, 
tuning and verification will be performed via case 
studies and statistical comparisons of NTDA 
output from adjacent radars

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 23
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Radar Data Transfer Latency 
• Currently, Taiwan radar data are being assembled into 

volumes and sent to NCAR
• For Gematronik radars, the max time gap seen so far is 

6¼ min.  
• For the NEXRAD radar (RCWF), the time gap is about 

5½ min.
• Including transmission latency, data may be close to 7 

minutes old or more when received, and therefore up to 
12 minutes old by the NTDA mosaic valid time.

• Receiving data for each elevation sweep as soon as it is 
completed, or in smaller chunks, would reduce the 
NTDA product latency and increase its tactical value.

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 24

Development Approach and Priorities

• Taiwan NTDA is following a rapid-prototype 
development approach
� Incremental improvements are developed, tested, and 

added to the real-time system
� The prototype real-time system runs continuously

• We plan to prioritize optimizing Taiwan NTDA 
performance for altitudes > FL200 (20,000 ft)

• Taiwan NTDA data for lower levels may initially be 
omitted or have less than optimal coverage

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 25

Summary
• Excellent progress has been made on Taiwan NTDA 

system development
� Information about Taiwan radars has been obtained, 

and ingest of real-time Taiwan radar data established
� Algorithms have been developed to estimate missing 

metadata, allowing NTDA to run
� A prototype Taiwan NTDA system is running in real-

time at NCAR, with display via a prototype JMDS
• Several tuning steps and scientific challenges remain, 

including mitigating clutter / clutter filter contamination
• A rapid-prototype development approach will continue 

to make incremental improvements, prioritizing 
accuracy and coverage at upper flight levels.

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 26

Questions?
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NATIONAL CENTER FOR ATMOSPHERIC RESEARCH

Backup slides

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

NTDA Adaptive SNR Quality Control
• Compute maps “on the fly”

based on exact operational 
mode
� Uses metadata that 

accompanies the radar 
sweep data

• Many future radar changes 
(e.g., new SW estimation 
methods) may now be 
handled via simulation 
database update

Radar Simulation 
Database

Operational mode 
(N, Ts, etc.), range gate, 

performance requirements

SNR-to-confidence
interest map

Performance data

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 29
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Reflectivity X-Z plot and U, W winds NTDA EDR X-Z plot

Thunderstorm Turbulence and Updrafts

Reflectivity Y-Z plot and V, W winds NTDA EDR Y-Z plot

• Example: 21 Feb 2005, Huntsville, AL dual-Doppler analysis

30UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 

Reflectivity

Spectrum width

Velocity

REC

RCCG - 20120406 10:31:47 UTC, 0.5�

11/22/2012

Turbulence Intensity

• Based on verbal 
pilot reports of 
turbulence 
(PIREPs)

• Mainly qualitative 
and subjective
� �light�
� �moderate�
� �severe�
� �extreme�

• Aircraft-dependent 
relationship to 
atmospheric 
turbulence

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 32

PIREP�Insitu EDR�Comparisons

Based�on�60,000�UAL757
matches,�50,000�DAL737
matches
�Light�=0.03�m2/3s�1

�Moderate�=0.21�m2/3s�1

�Severe�=0.56�m2/3s�1

These�are�lower�than�ICAO
�standard� thresholds
�None� <�0.1�m2/3s�1

�Light� 0.1�0.3�m2/3s�1

�Moderate� 0.3�0.5�m2/3s�1

�Severe� >�0.5�m2/3s�1

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved. 33
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NCAR’s Icing Forecasting and 
Diagnosis Projects

Marcia K. Politovich
AAP Deputy Director for Science

For: Taiwan CAA
Annual AOAWS-TE Project Review Meeting

NCAR, Boulder, CO

24 Sept 2012

Icing = frozen water on the 
airframe or in the engine

Icing – by Hazard

• InFlight Icing
� Detection & Diagnosis
� Forecast

• Ground Icing
� Decision support systems
� Improved measurements

• Engine Icing
� Diagnosis

NIRSS: NASA Icing Remote Sensing System

NIRSS goal: Detect icing 
conditions in the airport 
terminal area with 
inexpensive, off-the-shelf 
technologies

� Multi-channel radiometer
� X- or Ka- band vertically-
pointing radar
� Ceilometer

NIRSS Display

Radar cloud 
bounds

Liquid water 
content

Radiometer T 
profile

Radiometer 
integrated 
liquid water

Radar 
reflectivity

Instrument 
status

* Icing  
Hazard

IHL: Icing Hazard Level
NEXRAD-based icing detection system intended for 

Open Radar Products Generator
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CIP and FIP: 
Current and Forecast Icing Products

Icing
Probability

Icing Severity

SLD Potential

Model sounding

NO

YES

Analyze Thermodynamic/Vertical/Precipitation Structure: 5  Scenarios

Clouds forecast?

Multiple cloud
layers

Single cloud
w/o precip

Classical
FZRA

Single cloud
w/precip

No icing is forecast

Convective

Apply fuzzy logic interest maps (scenario dependent) 

Calculate icing severity, probability, and SLD potential 

FIP

NO

YES

Analyze Thermodynamic/Vertical/Precipitation Structure: 5  Scenarios

Clouds forecast?

Multiple cloud
layers

Single cloud
w/o precip

Classical
FZRA

Single cloud
w/precip

No icing is forecast

Convective

Apply fuzzy logic interest maps (scenario dependent) 

Calculate icing severity, probability, and SLD potential 

Model Satellite Surface
Observations Radar PIREPs Lightning

Match data to each 3-D model grid box

CIP

GFIS: Global Icing Severity

Operational
Rapid Update Cycle

Experimental
Global Forecast System 

Our task is to evaluate the experimental forecast and 
provide input for improvement.

TFIP: FIP in Taiwan

Implemented 2008; current work is FIP improvement 
and CIP implementation for 2013.
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2012 UCAR-CAA 
AOAWS-TE Project Review

Enhancement of Airport Ceiling and 
Visibility Product 

Jim Cowie
Julia Pearson, Gerry Weiner, Paul Prestopnik

24 September 2012

Task 3
Enhance Ceiling & Visibility Prediction Product

Task Goal

• Develop and implement an upgraded product 
based on WRF and METAR data, using artificial 
intelligence methods and techniques.

• Improve forecasts of ceiling, visibility, 
temperature, RH, pressure, U, V-wind 
components

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Development Steps

• Collect historical dataset for testing
• Create playback system in lab
• Choose statistical methods for testing
• Perform tests and compare methods
• Select optimal approach
• Develop and test new code
• Implement code into AOAWS

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Testing Dataset

• WRF & METAR data at 10 airport forecast points
• Historical data collected (Dec 2011 – Jan 2012)
• Collection of operational data (Feb 2012 – now)
• Current linear regression uses 60 days history
• In June we had enough data for testing
• Forecast scoring sample size: 350 per site (200 for 

locations closed at night)

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Playback System

• Playback system developed in NCAR lab
• Loop over days; Feb - May
• MosCalibration run once per “day” to generate data 

used by other methods (all techniques use same data)
• Cubist (regression tree) and Random Forest training
• Apply “model” to make forecasts for that day
• Increment one day, retrain, make new forecasts, etc

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Scoring & Results

• Linear regression (current method), Cubist, Random 
Forest methods compared

• RMSE used as metric
• T, RH, Ceiling, Visibility (not shown: U, V, SLP)
• Lead times out to f18
• Results for all sites averaged together, 3 “main” sites 

(RCTP, RCSS, RCKS) together, and each site (not 
shown)

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.
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Task 3
Enhance Ceiling & Visibility Prediction Product

Conclusions

• Linear regression is very competitive
• No one method improves forecasts for all variables
• Replacing linear regression with Cubist or Random 

Forest would require engineering work but not 
improve all forecasts

• May still look at these methods or other linear 
regression improvements in IA#17

• Add verification system in IA#17

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Other Conclusions

• Can we improve existing MOS technique?
• Yes, we found some things that will improve the 

forecasts.
• MosFcastAdjust – adjustment to METAR
• MosSpdb2Html – update frequency

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.
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Task 3
Enhance Ceiling & Visibility Prediction Product

MosFcastAdjust Modifications

• Existing technique adjusts forecast to METAR or 
SPECI using error difference all the way to f18

• This is hurting the skill of the forecasts after the first 
few hours

• We can apply a correction that decays linearly with 
forecast time (goes to 0 correction at f12 for example)

• Also tried a ‘sigmoid’ correction decay (not shown)
• Here are some results of this.

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product
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Task 3
Enhance Ceiling & Visibility Prediction Product

Questions?
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Task 3
Enhance Ceiling & Visibility Prediction Product

Questions?
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Task 3
Enhance Ceiling & Visibility Prediction Product

Questions?
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Task 3
Enhance Ceiling & Visibility Prediction Product

MosSpdb2Html Modifications

• This step creates the HTML pages for viewing from 
the adjusted MOS forecasts

• Not data driven
• Delay of viewable data caused by update schedule
• Change update schedule to be more frequent

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.
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Task 3
Enhance Ceiling & Visibility Prediction Product

Remaining Work

• Install in NCAR lab
• Determine final configurations
• Lead-time adjustment extent (6,9,12 hr?)
• HTML update rate (1, 2, 5 minute?)
• Provide updates in next AOAWS release
• Provide progress report in Q3 report

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

Task 3
Enhance Ceiling & Visibility Prediction Product

Questions?
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Display Update

Aaron Braeckel

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

Overview

• Java 7
• TAMC Certificates
• JMDS
� Tasks
� Progress
� Demo

• AWOS Display
� Progress
� RCFG (2013)

Java 7

NCAR-observed issue
� Minor Exception. Does not effect display 

functions

TAMC-observed issue(s)
� Connection reset (fixed)
� Other issues?  

Overall: Java 7 is not expected to cause 
issues.  No significant issues observed

Certificates

Certificate Change
� Tested support for a changed certificate
� Switch is possible at any time, but involves 

ISI or TAMC to do the signing (NCAR 
provides JARs)

• Separate build infrastructure (jarsigner)?
� Unclear requirement

JMDS 11 Work

• Simplified Configuration (Jadeite)
• User Interface Improvements
• Performance/Infrastructure Improvements
• MDS Replacement
� MDS hardware/OS configuration
� Image generation (finished next year)

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

JMDS 10 Layer Configuration
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New Configuration
(Jadeite)

• No�Java�class�names
• Limited�cross�referencing
• Improved�documentation
• User�focused

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

MDS Replacement

MDS Host Differences
� Open windows (visibility, size and location)
� Raw text windows (raw METAR, TAF, 

AIREP, etc.)
• Required in JMDS 11?

Image generation for WMDS
� Planning
� Implementation
� System Integration (scripts, configurations, 

bug fixes, etc.)

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

JMDS 11

2012 Training version

Remaining Work:
� Time Series conversion 
� METAR Time History conversion
� UI Improvements
� Testing

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

JMDS 11 Image Generation

Config File and Demo

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

AWOS Display

AWOS Display 11
Release Date: Feb 2012

UCAR Confidential and Proprietary. © 2008, University Corporation for Atmospheric Research. All rights reserved.

Summary

remember
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Advanced Operational Aviation 
Weather System (AOAWS)

Advanced Operational Aviation 
Weather System (AOAWS)

National Center for Atmospheric Research (NCAR)
Research Applications Laboratory

Task #3

Air Traffic Management System (ATMS)
Weather Integration Needs and
Operational Concept Analysis

Task #3

Air Traffic Management System (ATMS)
Weather Integration Needs and
Operational Concept Analysis

24 September 2012

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Ultimate Goal
•Improve aviation safety and air traffic 
system efficiency by having better 
information about hazardous weather 
conditions.

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Task Objective

•To explore and capture user needs, develop 
operational concepts, and discuss anticipated 
benefits derived from integrating selected 
AOAWS products into the TACC environment

Taipei Area Control Center (TACC)
Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

TACC Environment

•Traffic Management Unit
•Terminal Radar Approach Control
•Enroute Air Traffic Control
•Controllers
•Supervisors

Taipei Area Control Center (TACC)

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Candidate AOAWS Weather Products
•Airspace impacted by turbulence 

• GTG/ITFA (predicted)
• NTDA (diagnosed)

•Airspace impacted by thunderstorms
• Radar mosaic and TITAN

•Airspace impacted by icing
• CIP (diagnosed)
• FIP (predicted)

Photo courtesy 
of NASA-GRC

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Process
•Establish small Working Group

• ~ 6 TACC personnel (from different job categories)
• TAMC
• IISI (1 to 2) and NCAR (1 to 2)

•NCAR will travel to Taiwan to participate in two 
meetings

• April or May 2013 and August or September 2013
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Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Meeting #1 (April or May)
•Introduction to AOAWS and task goals
•Background on ATC weather integration in U.S.
•Tour of TACC – review roles of personnel
•Review of current TACC weather capabilities (TACC)
•Review of current ATC weather related impacts (TACC)
•Discussion of current ATC procedures for weather avoidance
•Discussion of AOAWS aviation hazard products
•Discussion of ideas for how weather information could be 
better utilized at TACC (organized by different job types)
Prepare interim report on meeting results

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.

ATMS Weather Integration

Meeting #2 (August or September)
•Review and discuss findings of first meeting
•Introduce storyboard ideas of weather integration concepts for 
AOAWS-TACC

• Thunderstorm
• Turbulence
• Icing
• AIMETS/SIGMETS etc.

•Discuss basic functional requirements for how the weather 
products could be provided and displayed (without disrupting 
ATC primary function)
Prepare Report on ATMS Weather Integration Needs and 
Operational Concept Analysis
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ATMS Weather Integration

Report Contents
•Describe current weather capabilities and limitations
•Discuss weather impacts on ATC function
•Describe user needs for better weather information by job 
category
•Describe the AOAWS’s role in meeting the users’ needs
•Describe basic functional requirements for weather information
•Use storyboard graphics to illustrate product concepts
•Discuss THALES ATC system ability to integrate weather
•Discuss next steps for integration, issues, risks, etc.

Copyright 2007, University Corporation for Atmospheric Research. All rights reserved.
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Task #7 :ATMS Product Integration

• Conduct user requirements and operational concept 
documents

• Design products
• Develop interface specifications with MITRE and THALES
• Export select AOAWS products to ATMS
• Document capability

Objective: Integrate aviation weather hazard products 
into air traffic display systems
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1: 2014 WRF Domain Change

The CWB plans to upgrade WRF resolution 
to 3/15KM, with TBD domain and planed 
increase the length of forecast time, in 2014. 
What possible problems might CAA face in 
the future after CAA takes over the system 
and these changes occurs? 
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1: 2014 WRF Domain Change

• ITFA will have to be re-tuned and possibly 
modified.

• Instances of Wrf2Mdv will have to be 
modified.

• CIP and FIP will have to be tested and 
verified.

• RIP and model display web pages will 
have to be tested, possibly modified.

• Overall load on AOAWS will increase, 
which may require increases in bandwidth, 
disk space, memory or CPU.
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2: How will CAA handle Satellite 
Change?

What possible problems might CAA face 
when/if Satellite data resolution and domain 
changes in the future after CAA takes over 
the system? Also, what to do when/if Japan 
replaces its satellites and MTSAT data 
processing procedure changes.
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2: How will CAA handle Satellite 
Change?

• Reformatting to MDV will still work.
• File format change will be a problem.
• NCAR can’t provide much advice without 

more information.
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3: How will CAA manage new Java 
JRE?

This is a question about Java used by JMDS 
and AWOS display. What will CAA need to 
do in order to replace/install a new Java 
version in JRE? 
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3: How will CAA manage new Java 
JRE?

• NCAR could not reproduce problem with 
Java 6 & 7 on Windows- and Linux-based 
hardware.

• Additional information from TAMC 
indicated a networking or firewall 
configuration problem.

• Discuss  further during display update. 
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4: Can NCAR create configuration 
changes prior to changes

Will it be possible for NCAR to set up some 
system configuration files to take care of 
future system changes mentioned in the 
above 3 questions? If so then the CAA will 
be able to adjust parameters according to 
the system changes when need. Or, the 
other option will be for CAA to sign a small 
maintenance contract with NCAR to take 
care of system adjustments for new AOAWS 
data ingests in the future.
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4: Can NCAR create configuration 
changes prior to changes

• NCAR can create general procedures 
based on anticipated scenarios that can 
provide guidance when these changes 
occur.

• NCAR cannot create a set of 
configurations files without specific details.

• NCAR is open to discussing a 
maintenance contract.
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5: When can CAA use Java 
certificate?

When can CAA use the Java certificate in 
the JMDS and AWOS displays?
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5: When can CAA use Java 
certificate?

• More clarification is needed.
• This will be discussed during display 

update.

UCAR Confidential and Proprietary. © 2012, University Corporation for Atmospheric Research. All rights reserved.

6: Does new C&V work include 
verification?

Does the airport ceiling and visibility product 
include verification?  If not, when can it be 
developed?
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6: Does new C&V work include 
verification?

• A verification system is not part of included 
work for IA #15.

• One can be created from the tools created 
to perform analyses.

• Adding verification system can be part of 
IA #17
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7: View AMDAR Data

When can the AMDAR data be displayed on 
JMDS?
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7: View AMDAR Data

• AMDAR data will be available on JMDS 
with first release of AOAWS 12 in April 
2013.

• The BUFR decoding must be completed 
too.

• Work will not begin until start of IA#16 
because of timing, staff availability and 
budget.
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8: Add RCFG AWOS

The RCFG airport’s AWOS will be installed 
in November 2013. We will need NCAR to 
add the AWOS display for RCFG in 2013.
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8: Add RCFG AWOS

• NCAR will ensure resource are available 
to complete task.

• TAMC and IISI performed large portion of 
work to add RCMT.

• The November date may conflict with final 
AOAWS 12 install.

• Move start to after the IA #16 Acceptance 
Meeting.
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9: Final AOAWS 11 Install

The AOAWS IA 15 system final version 
installation may take longer due to the 
Debian6 64bits version installation. Should 
the system installation starts earlier or will 
IISI take care of certain preparations?
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9: Final AOAWS 11 Install

• The final release (11.1) will be 32-bit.
• The work to install and test release will 

take time.
• The 64-bit Debian version is scheduled to 

be part of first AOAWS 12 release in April.
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10: Acceptance Meeting Plan

We need to identify the IA#15 acceptance 
meeting dates. (When will the team arrive? 
Who are coming? And other 
schedule/plans?)
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10: Acceptance Meeting Plan

• Bill Mahoney and Gary Cunning will attend 
Acceptance Meeting.

• 6 December date will work.
• Gary will arrive on 12/3. 
• Bill will arrive on 12/3 or 12/4, depending 

on current obligations.
• Bill and Gary will leave on 12/8.
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11: IA #16 Training

Next year’s training programs (any tentative 
schedule for Taiwan and Boulder training 
programs?)
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11: IA #16 Training

• Tentative first training session at TAMC to 
begin week of 22 April.

• Date picked to coincide with ATMS user 
group meetings.

• Tentative second training session in 
Boulder to begin 9 September.

• Length of second training is two weeks.
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