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1 HOSCfep Monitor -

Theme

HOSCfep 1.25 Bld 12  feplr:61010
Activity: Other

—Command Path.
’—HOSC Tim:

276.07:02:56

~Things we control

.HOSCfep running (logged on)
.ERIS Connection (HOSC connect back)
.AMS POCC local enabled

~Things HOSC controls—
.Account ams2all0 enabled
.Clear to send command to HOSC u

.Non EHS enablement Bln. Edit: Mew: Jeminal
0000279061 ID  Start Time

{ORemote enablement OOBEZ79627 BO1 Wed Sep 14 13:51:85 GMT 2011

1

0000279027 002 Wed Sep 14 13:51:06 GMT 2011

Help

Service
command 137.138.264.201 §

“Thi I
Things MCC control CDP 137,138,204 .201 B503

.HOSC connected to MCC 0000279025 Service 'status ' terminated.
.HOSC enabled by MCC 0000279000 eris shell =

status
{Q)nos (s-Band @ McC) 0000279020 Service 'status ' started.

. 0000279001 ID
[Eilnga e couns 0000279027 001
0 AMSBlocks queued 1

0000279627 062 Wed Sep 14 13:51:85 GMT 2811

Start Time Service
Wed Sep 14 13:51:06 GMT 2011 command 137,138.204.201 §

CDP 137.138.2064.201 8503
24 amSBlock count

6000279625 Service 'status ' terminated.
39 NASA command count 0000279000 eris_shell >
X status
] {1250 i (g 0000279020 Service 'status ' started.

Service
command 137.138.284.201 §

00062790061 ID Start Time

0000279627 661 Wed Sep 14 13:51:85 GMT 2011
1

| 0800279027 BE2 Wed Sep 14 13:51:85 GMT 20811

’—Last error

~House keeping path COP 137.138.204.201 8503

. 0000279025 Service 'status ' terminated.
~Connections——————————— |l jo00279000 eris shell >
. Custom Data Packet connection| || status
0000279020 Service 'status ' started.

391972 Custom data packet count
0 GSE packet count
46986 HK frame count

Service
command 137.138.204.201 §

0000279661 ID  Start Time

0000279627 001 Wed Sep 14 13:51:85 GMT 2011
1

0000279027 002 Wed Sep 14 13:51:05 GMT 2011
0000279025 Service 'status ' terminated.
lglﬂﬂﬂzl'%l}ﬂ eris_shell >

CDP 137,138.204.201 B503

’—Last error

ﬁ?aﬁ'—{ ~ HOSCfep monitor ﬁ?aﬁ'—{ — ~ ERIS monitor

=1 HOSCfep pcposp0 ams (=@
Setup ERIS
—Log Tail
96: 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 D125 E]
2011-344.15:43:38: [ ] HOSCcmd: HOSC message: command AMS POCC: [POIC] queued for transmission
2011-344.15:43 [ 1 HOSCemd: Clear to send
2011-344.15:43:42: [ ] HOSCcmd: POCCCommandResponse(3=Flight System verifier 1 (FSV1)). HOSCTag: @x9AC4C32C
0: 1806 E20B 801D 3COE 40AE EFE6 0380 OAC4 C32C 0000 3COE 40AE 0000 BOCO G000 B100
32: 8000 464C
2011-344.15:43:44: [ ] RPL: 5TS=0K TAG=8533 RP R NA=D0B=JMDC-3-AMSW DT=1F0205 ='TQ-list ops' DC=782 0000 4EE3 82CB @00
2011-344.15:43:46: [ ] HOSCcmd: POCCCommandResponse(4=Flight System Verifier 2 (FSV2)). HOSCTag: ©x9ACAC32C
0: 1806 E2E4 001D 3COE 40B2 EGEG 0480 9AC4 C32C 0008 3CAE 40B2 0029 EAGD 0018 7CC3
32: 1B0O BF61
2011-344.15: H 1 HKLR  (876) 0229/282:60 File closed
2011-344.15: ] HKLR ~ (B76) 0229/283:60 File closed
2011-344.15: 1 HKLR  (B76) 0229/284:60 File closed
2011-344.15: 1 HKLR  (876) 0229/285:60 File closed
2011-344.15; 1 HKLR  (876) 0229/286:60 File closed
20811-344.15: 1 HKLR (876} 0229/287:60 File closed
2011-344.15: 1 HKLR  (876) 0229/288:60 File closed J
=
~Status Detail
HOSCfep 1.33 Bld 6 pcpospd - 2011-3d4.15:51:83 B
eAss: CommandCnt: 3573577 ReplyCnt: 3573544 RepliesPosted: 5375630 ReplyPolls: 3828481 Connections: 3573589
HOSCcmd:  Command enabled: TRUE Reject on disable: TRUE AMSBlockCnt: 546 NASACommandCnt: 813 Clear to send: TRUE
HOSCcdp: GSE Packets: @ CDP Packets: 1980237 HK Frames: 220686
HOSCeris: Connected to epvwt22a:9209 Lines 46
GRS: Path: '/Data/FRAMES/HKLR/CDP/"
FramesReceived: 220686 FramesWritten: 213447 Rate: 0.82 BlocksProcessed: 1882599
FIF0 High Water: 15 of 180080
3.04:57:18 since counter clear.
Stream APID Frames Errors SeqErrs CRCErrs RepeatedHB NoCRC Recorded Blocks Mbit/s
HKLR 876 220,686 0 4,701 @ 7,239 213,447 213,447 1,802,599 0.02
Total: .02
=l
~HOSC Statu:
—AMS POCC HOSC MCC

.HOSCfep connection
.CMD connect back
.CDP connect back

.Accnunt ams2all0 enabled
.Cfear to send command
.Nﬂn EHS enablement

{Hosc connected to MCC
{DHosC enabled by McC
.AOS (5-Band @ MCC)

. POCC local enabled ‘ Remote enablement

~Counters.

,—UAMSB[ocks queued WNASA command count ,mCDF packet count

WAMSBFOC\( count ’—ZHOSC command rejects ,—UGSE packet count
|mux frame count

[ =~ HOSClepGUI

s 191 log file [ fEIRE ~ FA %

p—

| F%f;d AMS payload fVAE | FEL
eASS ~ HOSC-cmd -~

90 B~ RS B

%16 F - = 73 F




HOSC-cdp ~ HOSC-eris » FramesReceived ~ FramesWritten ~ Rate
BlocksProcessed * fﬁfﬁ EAEHIES 2 o8 f[ A & (1 AMS POCC 2
ﬁ”ﬂ;rfl MSFC#LFF[JNEI JSCjt‘ZLﬁ“U;rﬂb—fglﬁE'i‘“i‘“o

100.12.25~100.12.31

B g EUE S PR /R ERE R I ] Blocks  deframing

HFE) 8 [ shell » “WHRERLE, F&lgi@?’? Ffr e Blocks »
deframing ° I%FZJT 8 I[*?'l ] FE F&lgﬁ AT FAY AMS
ALT(CoFR)§E-% » L"EEWDQ‘%\'—{ R H%ﬁa bbftpMon > £}
ZF bbftp deframing shell » J[JFV 7" 8 |[4§E’F'| X AR
R~ 1™ F R terminal Y HERLA ﬁ,ﬁTs‘ﬂlEﬁ HE ﬁ%‘ﬁﬁt'
/pocchome/data/e Ass.ams.alt/scripts-gsc/AMSConfig. sh ams.alt
bbftpMon » [F5! Ei”E fol ZFF B2 T MSEC {f e v ey
VAR T

; _Fle Edit  Miew Go Eookmar‘ks
: = = #a
Up Reload Home Computer Search
| ‘§f| | ¢ || scripts-gsc AMS-FLIGHT~ALT(COFR)| S s0% @ | List View ¢
Name ~  Owner Permissions Size Date Modified 3
@ AMSfepMaon pdennett  -PwxFxrx 281 bytes Tue 20 Dec 2011 04:56:14 PM LTC
e bbftpMon pdennett  -PwxFxEx 278 bytes Tue 20 Dec 2011 04:56:14 PM LITC
e chd_disp pdennett  -rwxrxex 278 bytes Tue 20 Dec 2011 04:56:14 PM UTC
e CMD_RPL_Mon pdennett -rwxrxrex 287 bytes Tue 20 Dec 2011 04:56:14 PM LITC
@ HOSCfep pdennett  -PwxFxEx 275 bytes Tue 20 Dec 2011 04:56:14 PM LITC
e HOSCfepGUI  pdennett  -pwxrxrx 284 bytes Tue 20 Dec 2011 04:56:14 PM LITC
@ HOSCMonitor pdennett  -rwxrxre-x 287 bytes Tue 20 Dec 2011 04:56:14 PM LUITC
e jmsg pdennett  -PwxFxEx 266 bytes Tue 20 Dec 2011 04:56:14 PM LITC
@ McastMon pdennett  -PwxFxrx 278 bytes Tue 20 Dec 2011 04:56:14 PM LUTC Z]
9 iterns, Free space: 694 .9 GB

E‘sﬂH =~ ~ AMS-Flight-ALT(CoFR)
LG SEJ]AUE%{?LﬂI*"A FR RIFEE T8 POCC i
B O SRR "]‘jm BRg 7 e FH R f{ﬁ
fl1 Dr.Mike Capell Z=- ’F ¥ IVoDS fl I%EU@I@PJ '} fifi Lead
* Data » #d#% Data ~ PM ~ TEE = {00 /' 1 ?"’[F[[F[ﬁ
=l ErSET R %,s?u °

pZERRE

101.1.1~101.1.7

» S 2R S Marshall Space Flight Center AU
PCGSC50, PCGSC51,PCGSC52,PCGSCS3, P Sﬁﬁ ?—T q"F:[ Hl1

PDSSfep2 Frak 5 ity A -G EBCE T - AU A DY)

RZERRE

17F - = 73 F




PCGSCS1 Akt R [(SCIBPBA - IVR B i D GEAE)
2 50,52,53 FRE pUBRN T IR -

H%H P ‘_PDSSfepZ
A28 Marshall Data 33p]. 0 i SEZR Y ookl /7 o1k IR6983 B
ﬂST' Jﬂ‘ff}ﬁy > [EURL Peter Dennet(Data B&f% /1 it g1t - 5“ £,
FLEG (M E e IFIJFF JEHY [%|FEJFIJF|L R %glﬁl E Jpjﬂj%z’r;
R o WORLIE TS SR AR ET BB A T o B
GMTO001~GMT004 Pcgsc50 = PegseS51 AR FH 5= PR SR
Z R 5 RLIE-GMTO03 -+ TR &[] GMT004 {4558 & -

1 bl | 1 I 1
w0 kT pcgsc50 |
—+—pcgsc51

SCIBPB Sequence Errors

001:00 002:00 00300 004:00 005:00
GMT Time (DDD:hh)

[fi' 1 =~ SCIBPB ey AR TSR 5 [
C REEIRT [ @F}(:éLW FIAMS JMDC HeartBeat error
repeated errors® = fol RN EENASA 7t #0 Payload MDM{RIFR
e ify % (iCPUREPICHR 47 - [FIHHEPEP R10 il -

% 18F - = 73 F




PLMDM=* folfliI A CPUSHTS » i EUZ (] - s
[ERORY 1553bus 3 -FiZ I"E%T@ > IIEF{SEIHE © AMS Data 7
SLEFIIRE = e A~ BINASARY 3 B IR
SO AR NIENASA T IR (R {5 1 A I R
151 = AMS Laptopfi¥Housckeeping data*A3EPLMDM » [Nl
B P

101.1.8~101.1.14

~ ~Marshall data ?%?T‘EI*J ERIS /7 155k eptv22a’%§’?‘} ERIS
FISHF 8T Data i~ FY 0= E5E disconnect & connect
AR J‘I[ﬂ'@}ﬁfjﬁ{% °

=~ Y Ku band *ARGHEY - NASA fHlfl [ » 4 = 1H0= %
e PFRFES PR R Ku band > Lead 7 playback off » I'J 38
7 Data lost Data 71 = i€ 813 Ku band [ [N FF(CHD
[IAFipn (™ > S Kuband “VHEY) » 273 Lead -

N R'TAEVET NASA Johnson TV

udp://233.1.14.5:50000 | 1.00x | 00:00/00:00

[ﬁq -~ Ku Band —54 Parking ;i

=~ ~7 ¥4 Ku band gﬁﬁ'ﬁ%‘fl g FUREL OSTPV s

EFEE [P [IAY AMS Data Lost(fE L ErZ(] Laptop [i¥ data ™

1% lost)  Lead ™ Data i * FYFHSgafjijs ™ @rriie

ZEpNE

% 19F - = 73 F




fif-> & AOS HIUIEZITT AMS CHD - I'JERid e fTREY Ku
HIH LG o D OSTPV » i[5 £ NASA S 4
Ku FlU8E ] > (EDRLEVBRSR < 1 TS R 7 %

101.1.15~101.1.21

L

= AT S uplink file > SR Peter b%ﬁ‘ﬁl—_{ ﬂ?ﬁj
i fer -] AMS Laptop » T2 E [T ™ 15 e
it uplink window » Z§ {4y RBE R i oF — [k ERpUAl %
DDRS7100 » A H-g[1™

i

(1) — [ 1E(mkdir mydir)

()7 1R = [ ETRIER (cp “filename™ mydir/)
(3)}{%]’ mydir [!$#VES{ERY package.tgz(tar cvzf package.tgz
mydir/)

(4)E = — {5 md5sums ;% (md5sum package.tgz > md5sums)
(5) 7+ HI 1+ DDRS7100(Is package.tgz mdSsums |
cpio —0 —H crc > ~/Desktop/DDRS7100)

]R3 B KRR B NASAPIMS S9R] ERRH 1
i file swap > Jpj1 PRO f222 5l % A ERG =55 > FfT

5 {4 ALCcontorl %+ File-Uplink-DDRS7100.seq » {1

PO o

ptop

—RIC
~Control Path

HOSCfepRIC

alst ()

Heartbeat 77 Hgnu,p@
Command Cnt 159
MuxiD 60

—HRDL Interface (usbHRDLfep)
R

o R X - rd
nxL|ght Frames  1,406,364,47( | | Frames 6,303,271 | Active O Frames 1,406,362,03!
oy @F Rate 0.03 Mbps | | Rate 0.03Mbps | | grate \pLe | | File 1D 326086

SeqErrs 695 | | Errors 0| |l rames 286,686 | | Disk Free 186 GB
CRC Errors 2074 File ID =

Commanding | Playback | Setup | Log |

Sequence Files ‘ Command Line \

Empty-QList-HK.seq
File-Cancel-Xfer.seq
File-Downlink-DDRS7101.seq
: 00,

ping-ALC-1.seq
ping-ALC-10.seq
ping-ALC-25.5eq
ping-ALC-100.seq
ping-ALC-NA15-1.seq
ping-AMS-1.seq

Reboot.seq
[~ Advanced user sequences
Execute \  Terminate

pZERRE




oo _P‘El,%“xfiﬁfj’t",?fiﬁlﬁ Low rate Sequence errors (Heartbeat
errors)v[lq%.‘.'ﬁ A f%cﬁ’l‘r‘jﬁ}flﬂﬁ Heartbeat error i% % EHF G|
AEHTTE GMT 015/21:59 Eﬂjiﬁjiﬁ » TR NASA PRO -

= o o=H|

Lie Ldt Meew e

T - AMS BERUNE
= ~ GMT 015 58 == Marshall V[ s 18 44 > 7%
3F]H expert BE [p'?ﬁ‘[‘ﬁ%i/[ﬂ °

(1)Both CERN locations (POCC and 892)

- IPSec to all gateways at Marshall - down;

- direct ssh access to our GSC@MSFC firewalls - down;
- BBFTP from GSC@MSFC - down;

- IMoDS access - down;

- ICMP to all hosts at Marshall - down;

- Access to JSC and external resources - OK.

(2) From JSC:

- IPSec to AMS gateways at Marshall - OK;

- direct ssh access to our GSC@MSFC firewalls - OK;

1 E] GMT 16:45 ¥ [ @j}ﬁiﬁaﬁg o

101.1.22~101.1.28

- }-{fj’ pcposcO * peposj0 fiy Local commanding disable -

Fl i}lﬁ’)ﬁé‘ pcposcO fiy HOSCfepGUI Pl Ll Z/[IQ%H Je o
(R 19714 £
/pocchome/data/eAss.ams/scripts-gsc/AMSCongfig.sh ams
HOSCfepGUI

B ¥ telsh ~/eAss/tcl/fepMon.tcl —s feplr:61010

}-{?}’ status detail shell %?ﬂt", » ¥ shift D }lﬁf Local commanding

RZERRE

$21F - = 73 F



mailto:GSC@MSFC
mailto:GSC@MSFC
mailto:GSC@MSFC

disable -

Setup ERIS

~Log Tail
[UNS SPUUFLNG 1S MAPPENing Of (€ [P aioress (of (g nosc
|and its host key have changed at the same time.

|0ffending key for IP in /pocchome/data/.ssh/known nosts:6

]

| SECEE A A AR A ABANAAAEARABAAEAARARE
@ WARNING: REMOTE HOST IDENTIFICATION HAS CHANGED! @

|IT 15 POSSIBLE THAT SOMEONE IS DOING SOMETHING NASTY!

|Someone could be eavesdropping on you right now (man-in-the-micdle attack)!

|It is also passible that the RSA host key has just been changec.

[The fingerprint “or the RSA key ent by the remnfe hnst is
|42:¢6:20:80:08:69:35:79:54:76:ce:42:14:28:d6:05.

|Plezse contact your system administrator.

|Add correct nost key in /pocchomefdata/.ssh/known_nosts to get rid of tnis nessage.
|0ffending key in /pocchome/data/ ssh/knowr_hosts:13

|RSA host key for feplr has changed and you have rejuested strict checking.

|Host key verification failed.

~Status Detail k

H[!S(fep 1.33 Bld 6 pcposcO - 2012-018 10:49: 57
CommandCnt: 192 ReplyCnt: 192 RepliesPosted: 177229 ReplyPolls: 192 Connections: 284
HOSEcmd Command enabled: FALSE Reject or disable: TRUE AMSBlockCnt: @ NASACommandCnt: © Clear fo send: FALSE
-HOS(cdp‘ GSE Packets: @ CDP Packets: 215825 HK Frames: 2517¢
|HOSCeris: Connected to epwit23c:9209 Lines 46
|GRS: Path: /Data/FRAMES/HKLR/CDP/'
FramesReceived 25179 FramesWritten: 25168 Rate: 0.02 BlocksProcessed: 177037

FIFD High Water: 2 of 10008
0.11:02:37 since counter clear.

Stream APIJ Frames Errors SeqErrs (RCErrs RepeatedHE NoCRC Recorded Blocks Mbit/s
HKLR 876 25,179 [} 19 o 11 25,168 25,168 177,837 @.82
Total: @.02 =t
k4]
~HOSC 5tzti
~AMS POCC HOSC MCC-
(D nosciep connection (D Account ams2allo enabled {D)1105¢ connected to Mcc
(D emn connect back {Dctear to send command {DHOSC enabled by MeC
CDP connect back @Non EHS enablement OAOS (S-Band @ MCC)
<- POCC local enabled Qﬂemute enzblement
~
onTe
0 AMSBluLks yueued 0 HASA command counil 215825 CDP peckel cournl
0 AMSBlock count 0 HOSC command rejects 0 GSE packet count
25179 HK frame count

Q%H Jv ~ pcposcO HOSCfepGUI
» 7 Laptop 5= = fIEET - 5T NASA
[Iﬁ% downlink - = BURINEE Laptop ’FEIE*%”’,
AMS JBUX & = Hi 2 B ] Laptop ) [=EB{H 77 M] -
checking list [l %1[;”} 78% > [l " EViRR s B A
[”Eoﬁfj%%%?féﬁ"%%w* s
/pocchome/data/Desktop/d-s/2012  @pcpoc30 FLTTF' il

59 688G >

a

%|] SearchMissing.exe ¥~ fifI" | K gl ' i 2% -

. 1:{5@1@5 POIC(Payload Operation Integration Center)}{ij’
FOPPITRCE (PO IR i - SY%% AMS HOSCfep &
ERIS ElfJ?*%FEE%EEB?F'[ﬁ* i (commanding) ~ PIMS £¥f] fﬁj
TGRS P ePVT EREENR) I HOSCHep
I BRIS A7 > IJEdd error [fihli% % » 206 ePVT iy
Fhiz > F]lpltd HOSCfep » ERIS « | F[{Z(f il RER I
RPI_OPS loop Hl?@dﬁﬂ Mashall Data o £}~ 1E JSC IP

BEFIARFVH o Y 2 ) [ command 1T SR

% 22F 0= 73 F




Z] AMS * laptop -

101.120~101.1.81 | S8 47 (F ) SPOCCIH [~ M A7 ™ 58 i | i
PR (S BRI WPOCCT [l (31 - €0F !
B A 3 -

B L

- %} 5] OSTPV(Onboard Short-Term Plan Viewer)
Fl it?%“g‘w OSTPV » %5 nohup rdesktop pcpocws01 &5 nohup rdesktop pcpocws02 ?‘F’[
ﬁ IR ]-g <width>x<height>¢ztﬁju OSTPV i[> o =i I o 2 VBN Sl 3 ittt

https://roocil.dmz.hosc.msfc.nasa.qov

Z/[I[ﬁ': - = RIEES. 1SS fﬁfﬁ”ﬁjiﬁgﬁ > I S ERT Kuband & S band /i o 5 e bR
VIR > DRI B real time B4 AT RS LRS | TR - 12 R 'ﬁ'?i;‘:
2~3 75 - F{*J‘J%P = set time £F%: > gﬁ??r%{'”fl AR [ ERTH R T - AMS BE J"’LJFII
iR B e 10 Downlink window ~ Uplink Wlndow...%fip;x* o

L s
TR St =




~ ~ Uplink file 43
éﬂﬁj: OSTVP lgﬁiab'}?lzuplink file window(PRO-AMS FILE-CMD)’Z/[IQ%': 4 = R EET

| BEACFLOAD CH0
Uiihoce
o i
|
|
|w.;T¢‘1 ;:lu
T o = i 25 i
i | i l I%ltlmu
- [Emsmias | ns&-mu\-‘ ] lw iE| -ss-w
I T - g g
=] il ]
|
I s [ T
w80
L3 | i | _[J
S
"""" Trustedd ses | Protected Moda: OFf [

[ﬁ': -+ -~ Uplink window on OSTPV

A

%+ OSTPV #E&Eﬁéﬂﬁfj 1 Mﬂﬁ pugﬁﬁ} F,‘TIEFH * }-{fj’ Uplink {4 %t pcpoc31 ?L?T“FET[;FUEI_" ; iﬁ}ﬁfj’ﬁﬂ
¥, DDRS7100 -

F1 Data fifi = * EVEIRi 250 PIMS ovp] 5%

(2.1):%= * PIMS Documents window

7 pepoc31 workspaced ik FEE-window [l 1¥ 7 EHS web icon - [R5 ams2all0 ifﬁﬁ%‘“l?l'lﬁ » E
#71SS:IN28:Flight” &l!,‘PIMS menu #If Documents °

(2.2)f# & DDRS7100 fifi %’

2f-Miscellaneous > B2 ' PRO > ! Uplink Files » ! AMS » H'J[i,ﬁ%;[/ﬁfj uplink #i% - %l!,‘File
menu - 345 Delete -

(2.3): * #71s DDRS7100 %

FJ%![‘ PIMS Documents Window - File menu - :Z”New” - i+ Document Name [Uffidft iy *
DDRS7100 > Eﬂr+ » 7+ Desktop HI%J,‘DDRSMOO % > Bhradd” > = Tﬁ » Bh- “close” » Bh”check

n- -



(2.4)Byte Swap

7+ PIMS Database *- 322 #”"DDRS7100” » ?,i%%ﬁ:i{”DDRS?lOO” ) %ﬁf“&”Options” ) %’Swap
File Bytes...” > %ﬂf’Swap” ’ %’!,J’Save”

(3)afj# PRO

3FjH PRO il £/ DDRS7100 K] > ﬁ% PROﬂﬁ’ﬁi‘i‘W& Express Rack 6(EMU/ELC) » T kL
F1%[] Payload MDM jiij=1 -

(4)}{%’1{*51‘3(?! ER6 [H:2%] Laptop

%% ALCcontrol %= "File-Uplink-DDRS7100.seq” * 1) JROM ID ’érl uplink [ F’}Eﬁﬁ%"%’?” )
Hi uplink G 7 £570 F 17 » bRl I > o -

(S)ﬁg’?‘iﬂ ddrs_sh shell f[I™* command > ”cd /PLD ; Is —Ia”’p‘fg’ﬁ%’: DDRS7100 % & % » i |
==t PIMS E\ﬂjﬁl[ﬁj » Check list iL_F\["EJ package.tgz, install.sh, cleanup.sh, md5sums - v[lf'ﬂ"ﬁjﬁ%
FLa o ?F'I'AJ e

cd /PLD ; rm package.tgz install.sh cleanup.sh md5sums; Is -la

(6)unpack file

cd /PLD ; sh unpack.sh ; Is —la(i/Esk)

cpio —i —I DDRS7100  md5sum —c md5sums

cd /PLD ; sh install.sh ; Is —Ia@ﬁ’ﬁl%@ﬁj’?ﬁ}%%{& laptop)

cd /PLD ; sh cleanup.sh ; Is —Ia(}[@]’j\ %J:’EI PR P _E'}[fj’ DDRS7100 #fi% £/ Rty
DDRS7100.gmtxxx)

(7)ap)#1 PRO uplink 557 > BBtz 2D o

DATA
- ==~ PRO ISS
Uplink
r— = Express | o | AMS-
| Rack 6 Laptop
I l Al Ccontrol
I |
[
CERN |€—>| MSFC |v= = -
PIMS Downlink

[ﬁi: -1 Z ~ Uplink/Downlink file flow - TEL"LQ%'



~ ~ Downlink file ;3%

E%= W7 OSTPV Hif 4 #Rwindow(PRO-AMS FILE D/L-CMD > J1ffi= - = &7 ¥
FEUFT. ) Laptop log A% #5 - X Laptop fRifk{E E| 688G » & [11 JBUX e R[4
100Gb » 7 |25 [~ RS Laptop TrRIfG > I HY log i wrRl > 1) FSEP g
SURBEEEY o PR PP Fl@*ﬁﬂﬁ 7t Laptop <576 4 4 PR AR playback -

I [SEACLUPLOAD-CMD
Uiihoce
e
|
..................... |
o0’ NASA LABINODE - PRO.AMS F LE DLCMO”
|p= ) | i o ITonseD0. TR 0
| LSTCMD | ST »Cl *e B
etk ecccccscccscececc? L
u:ngu = :_‘-_-:‘.1] |u;;mu|1 l |w T
|EF5-TEGT-POWESLF
o | AN = |u;mwn1 (UEFTAL _ -I lv-.lgr e
I ] rl | i I | I
T
| i e
Lt =
r O-HOE .’!1 I A I
ls la e o

7 Trasted shes | rotoctod Meste: OI1 Fa- R -

qﬁeﬁl: - = ~ Downlink window on OSTPV
(1)“%6? downlink %’
“F-Jﬁ g VFHJE" laptop - PLD [ &1 > fii"'] ddrs_sh shell » IIJ"
cd /PLD ; Is-la - 9[1{ DDRS7101 %% »
fiiy * cd /PLD ; rm —f DDRS7101 » ¥ HF2]% » Ffiiy
cd /PLD ; ./build-DDRS7101.sh 2>&1; Is -la - (= #7119 DDRS7101)
cd /PLD ; Is ~la DDRS7101(fieii % I")
(2);-{% downlink % "1 Laptop 7% ER6(EMU/ELC)
F'1 pcpoc30 FIJT"?E, ALCcontrol ¥~ "File-Downlink-DDRS7101.seq”
It chd_disp shell [[1 JROM ID 772" » Fh’,’JROM ID AALL"0 5 17 - A HiER RS o
IR e ST -
R)+= rﬁﬂf 3£ ™ PIMS Database > F'ﬁj’?if Miscellaneous > EfH ™ PRO > %lJ,‘Downlink Files » &g,‘

267 0= 73 F



AMS - ﬁfﬁi“ | # DDRS710L At » %) » "I LI FIPIB= -

T EJ[J;I%‘?#E" DDRS7101 i % 7 » %HFPIMS Documents Window F File menu > £ ”New” >

2 "Document...” 7 Document Name [IJfjif iy * DDRS7101> Eﬂ*#’ “HE- {WE Py DDRS7101
M %#Tadd”/"close” ) %ﬁcheck in” e

(AIp1=] chd_disp > ’5, JROM ID #t3"0 HY l"E\ﬂj » 3i# PRO downlink file is ready, f#{%

DDRS7101 KA -] o

(5)?[ PRO F,F%I& "] download 5% & - $7ff] PIMS Database window [[1 AMS %Y #k » A

DDRS7101 % | - Eﬁ% DDRS7101 file » %’!,J’Option” menu > %’!f’Retrieve Copy...” » ﬁ*ﬁﬂj‘:

5 E% PIMS database fosi 1) f,é{t pcpoc31 ’E]”F;}p IR T 52 BE DDRS7101 file »
ﬁi&#‘ R BRI S o %#ﬁéa"Retneve"

(G»H DDRS7101 [ ik #5 windows 22| Linux HI 1 »

(7)%* pcpoc31l § & Q“FIHI pdennett » H  — fff folder ] #,5% downlink-gmt-xxx(current GMT date) -

SRR AT P2 2] downlink-gmit-xxx f 1 e

(8)Unpack DDRS7101

cpio —i -1 ./DDRS7101

md5sum —c md5sums

(9)Unpack tar file

tar xvf package.tgz

Is —al ./Data/log
(LO)fsefiff R £ M~ ] L - 1 PRO file-downlink s «

=~ AMS Laptop fifj 73 e rREE ik PR

Hi Laptop fiRIf BV EE 78% » i [ 1 Laptop g il =
1% * /pocchome/data/Desktop/d-s/2012  @pcpoc30 7 & F‘ ' ' %] SearchMissing.exe i/~ 1"
WERC 2
LA Laptop s PTofifi g eyt txt Al(E) ﬁ Fﬁﬂ?‘ | stream SCI, HK...)
()= E " BT OSTPV & £Fdownlink window - I'J&7H Laptop HEFHiver i e y74 > ™
Hulp U % HRDLdirectories. txt WE‘FW?
/pocchome/data/pdennett/2012/downlink-gmt-xxx/Data/log/ @pcpoc30

%217 » = 73 F



(D)Z[| _Frtpo | Iagy| B T A El[pe gy HRDLdirectories. txt M4 -5 E[57- [l rE-000~999
ﬁEZ]EIJEI%‘\’ rjlﬂ][‘{ﬁl%‘\,_ TR ﬁ%c[%ﬁfs??ﬂ%l palyback -

() il J’fﬁ‘:“ “ LT, yyyy-mm-dd

(d)Laptop list = {fil | 1™ 4 EG i‘LﬁZEJOOO ~999 -

(e)g =+ — [#rfifk - f$ HRDLdirectories.txt f[1I'] copy Eﬁﬁ“}{ﬂ“é PRI B F‘bﬂ #1850
d<start>-<end>.txt FﬁjizF"lE;ﬁ‘Et,ﬁqgagj\gﬁ; ﬁﬁ“ﬁ%@iﬁﬁ R FI\JE ISR o

(D)3 PR SUTECE TERAHER PRI ] T for 8 205 b P« (7D

-r--r-----. 1 ams ams 112481520 2011-12-13 02:34 998

-r--r-----. 1 ams ams 112481520 2011-12-13 02:35 999

-r--r-----. 1 ams ams 112477440 2011-12-13 02:36 000

-r--r-----. 1 ams ams 112477440 2011-12-13 02:37 001

-r--r-----. 1 ams ams 112461120 2011-12-13 02:38 002

(@)F 7%~ Mt et e iR VR RAL - =5 (PT feage  f RT B = 1t popospO vl
FErR] txt A

2.5 20~ [+ pcposp0 fuAHi ek txt 4

()i % &0 s<srart>-<end>.txt » £l |1 J;’!F,E?ﬁ AR EEM] T E o 1Y Laptop list B!
il -

(b)i£ " cd /Data/FRAMES/SCIBPB/RT @pcposp0

(B! 2.3 ]:pcposp0 £L1F 5 CERN [ server » i T+ Marshall Space Flight Center 5 EH]: P E[ )
SCIBPB, HKLR, HKALC, HKHR, HKBPB...Z" » ZV {75 ey £l [V SCIBPB > {EHRL7:
Laptop F™7i2% J;Jfﬂ » BT E aﬂ?ﬂ&

(YT 1R T I —la » w['rﬁﬂwaﬁ%ﬁwﬁﬁra I O 0

(st ™ 53 i 1587 cd xooo > 55 F T Laptop list Y~ il & P RISyt - g
HlfR L B fOBTE R copy El s<>-<>.axt Al 357 R ] 185K 000999 1 copy 2] s<>-<>.txt
fi o2& A e TR F5 R TE- T Laptop list b i~ [HiR Ry [ R PO > copy fi¢
000~i§]’[ﬁ'7ﬁé’(iﬁiﬁ§ Tos<>-<> txt Filf o

% 28 | >
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3.4k

(VK PR d<>-<>.txt, s<>-<>.txt fﬂi%?ﬂ cd /pocchome/data/Desktop/d-s/2012

(b)x%£ ™ cd /pocchome/data/Desktop/d-s/2012

(c)¥h~ ./SearchMissing.exe

() ELBRESF = - 3 SR TR B A b R BTSRRI AT RDKT T 2 - [l
Dir<start>-<end> » & =" g5 — [laf missing<start>-<end>.txt

(e):f]*! Lead - Data ~~’fi¥i= Laptop JE[* " {=-

(F)#* ddrs_shell I J?F, 4

cd /Data/FRAMES/HRDL/YYYY 2>&1 ; rm —f <n>*; echo “done”

cd /Data/FRAMES/HRDL/YYYY ; Is -

cd /Data/FRAMES/HRDL/YYYY 2>&1 ; rm —f <n>* xxx <n+1>* <n+2>*; echo “done”

(O) T T FIBR 2 F f 188 > o e FS il  H -

(h)&: & py missing<start>-<end>.txt % }{ﬁ’ ﬁ%r%‘ NASA #{if window %/~ playback» 9 v g
RIFRSURE > 3R laptop fV F14E -

2 EHIE

SRR B AMS-02 1 R B 2 PR I Data) ~ X T AR
(PM) ~ BER RN (TEE) & FR A SR FIEEAL - 4 VBT ";IE{?E%‘”F”*
L] [ (Data) - FRAT 101 7 FAEHT I 5 E‘ LR T e E A 1%, ThEfE
(PM) I BV (IR o (e > 1R A e 4 BRBEAE = & BV R -

R R 'E?J?ﬁji P 5L PR = A -2 [Tk (CERN) *f%:ég‘:i% JHI’*’H?HI/ » g
CERN AMS B 1o ol 2! iy UPS T B oI Ak D S -7 e [:n‘ﬁ‘im o E ST I
HBE BRI - S ;IEI%TZ/D&%W fhkohad RES IR RV S YN GTEr S
% 1: IVoDS Loop Communication (P.30~P.39)

fiffF 2: Starting Guide for Data Position ( P.40~P.73)
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Voice Loop Communication
During Shifts

1. Introduction and Communication Architecture (p. 1)
2. Getting Started with IVoDS (p. 8)
3. Communication Protocol (p. 14)

(Comments to P.Saouter, Pierre.Saouter@unige.ch)

1. Introduction and Communication
Architecture



Introduction

During shifts, the various cadres communicate through a dedicated software called
IVoDS (Internet Voice Loop Data System).

Communication should always take place by the means of this voice loop system.
Depending on the position you are occupying as a cadre (LEAD, DATA, TEE, ...), you also have
the responsibility of addressing NASA cadres, meaning you should always be monitoring

the relevant loops.

Communication through a voice loop system, especially when NASA is involved, requires
to follow some very strict communication protocols to make the communication

clear and efficient.

This short guide will explain the basics to run the [VoDS application and use of the
main communication protocols.

19.10.11 P. Sacuter, University of Geneva

Voice Loop Communication Architecture

From NASA side, we use the CALL sign AMS. Only LEAD and DATA have the ability to speak to NASA. In
general, most of the discussion is handled between LEAD and PRO on one side, DATA and DMC on the
other. PRO will sometimes report to POD for our requests, himself very rarely going to Flight Director.

The communication with NASA

POD cadres is done on NASA loops.

DMC PRO oc MARSHALL Data e.g.: to speak to PRO, go to PRO
loop: “PRO, AMS, on your loop”.

AMS
Inside the Cern POCC, AMS cadres
{ ‘ must speak together on the AMSOPS
loop.
DATA LEAD
Other internal loops
/ '\‘ / \ (AMS DATA, AMS CMD, etc.)
THERMAL TEE PM can be used for specific discussions.




AMS CALL Signs

On AMS side (internal Cern POCC communication), official CALLSIGNSs are:

« LEAD : In this position you have to keep the overall control of AMS and interact with NASA on the
voice loop to handle data input and command outputs (support from DATA).

« DATA: In this position you have to keep the detailed control of the communications (both data in
and commands out) with the NASA hardware and give support to Lead/Commander.

* THERMAL: As a thermal shifter, ou have the responsiblity of monitoring overall AMS temperatures
and report to LEAD whenever some thermal behavior seems abnormal.

« TEE: In this position you are responsible for TRD, TRACKER, ACC and TAS sub-detectors.

* PM: In this position you are responsible for RICH, TOF and ECAL sub-detectors.

As a sub-dectector Shifter, you are in charge of reporting any abnormal situation observed and
coordinate with the expert on call and/or LEAD possible actions to perform.
All positions have their own « Shifter’s guide ».

19.10.11 P. Sacuter, University of Geneva

NASA CALL Signs

« Payload Operations Integration Center » (POIC) Flight Controllers:

Payload Operations
Director (POD)
247

Payload Lead Increment
Shuttle Operations Communications Payload Rack Officer Scientist Rep (LIS-
Coordinator (SOC) Manager (PAYCOM) (PRO) REP)

Data M it
ok

Engineer (CTE)

In red, main Controllers AMS team usually have communciation with.



NASA CALL Signs
On NASA side, main CALLSIGNs are :

* POD (Payload Operations Director):
— Leads Increment and Payload Operations Preparation:
* Management of operations integration schedule.
* Approval of pre-Increment/Flight plans and products.
¢ Chairmanship of payload operations and procedures boards.

— Serves as single point-of-authority for US payload operations:
¢ Forintegrated payload operations planning and implementation.

* For Station-wide payload product and plan approval.
* PRO (Payload Rack Officer):
— Provides operations analysis and planning for onboard Payload Support Systems (PLSS).
— Develops ground command procedures and automated procedures for PLSS operations.
— Configures and monitors PLSS (Payload Support Systems) in support of payload operations.
— Manages command uplink enablement/disablement.
* DMC (Data Management Coordinator):
— Manages command uplink enablement/disablement.
— Manages the integrated Ku-band uplink and downlink.
— Manages command uplink enablement/disablement.

NASA CALL Signs for AMS

On AMS side, the main NASA cadres are usually addressed for different purposes.

* POD (Payload Operations Director):
We very rarely address POD directly. Might happen if PRO was to be not responding
and a urgent must be taken care of. In general it is POD that comes to us in person
to discuss specific off-nominal situtions.

* PRO (Payload Rack Officer):
Most of the communication with NASA s with PRO. Whenever we have questions related
to commanding (e.g. to be enabled/disababled) or question we don’t kow whom to ask,
we go to PRO. PRO will send us to appropriate contact when needed.

* DMC (Data Management Coordinator):
Our best friend or worst enemy depending on how much dowlinking bandwidth she/he is
able to give us. Report to DMC regarding bandwidth allowance related questions.

* MARSHALL DATA (on RPI_OPS loop):
People at Marshall can be reached on this loop, sometimes needed to discuss any ground
related issue. PRO can always be called first if you are not sure.



2. Getting Started with IVoDS

Getting Started with IVoDS

1. Apply for an IVoDS account (you can do this before you have a CERN account)

To communicate with each other and NASA when we are on shift, we use a NASA provided voice loop system
called IVoDS.

Fill in the form attached at https://amsvobox04.cern.ch/elog/FAQ/2 (hand written not allowed), print it, sign it,
scan it and e-mail it to Mike (Michael.Capell@cern.ch) and Doni (Maria.D.Dotson@nasa.gov).

In the e-mail please mention your institute, which detector (if any) you are with and which shift you are taking.

This will take up to a month, so plan ahead.

2. Install and Configure your IVoDS account (only from AMS POCC network)
When you get the e-mail notifying you that your account is ready you will have to call the HOSC help desk to
get areally crazy password. The helpdesk will ask your username and some 4 digit code. Usually nobody

remembers this code but answers instead a secret question that was specified during application.

You can then use IVoDS on the POCC consoles or, like me, install IVoDS on your laptop and use that (for MAC
users, ask Pavel Goglov pgoglov@cern.ch for the compatible software) .

IVoDS can only be used from within the AMS POCC!!!



Getting Started with I[VoDS

Have your headset and microphone system plugged in before you launch the IVoDS application,
whether it is from a POCC console or from your laptop.

Enter User ID and Password that were given to you by the HOSC help desk.

Marshall Space Flght Center
o
@ Kk K *kk
WARNING!

User ID: |

Password: You will be connecting to a LS. Government Computer, This system is for the use of authorized users only,

Host: ivods.hosc.msfc.nasa gov iy accessing and using this computer system you are consenting to system monitoring.

] Unauthorized use of, o access to, this computer system may subject you to disciplinary action and criminal prosecution.
Login ) _m_.
alala) Don't be afraid, Click YES! But be aware you can only connect
to IVoDS from the Cern AMSPOCC Network!!!
DICES """
/L profies : Select a Profile (ckt or AMS). If you do not have the AMS Profile
ﬂ: available and need it, you must call back the helpdesk to get a
proper configuration. A simple solution is to ask for a configuration
identical to another shifter giving the helpdesk his User ID.
: As long as you are not doing LEAD or DATA shifts, the ckt profile is
C Select D enough.
pessions available: 187 T/L. 0 Mon
19.10.11 P. Saouter, University of Geneva 10
Getting Started with [VoDS
Loop Green Highlighted:
Indicates you are active on this loop. <
Clicking PTT, you can speak on the loop. M
Adjust volume
alaYa) f Ckt Pool:

Options _Help f Opens a window

Configuration

Functions

where you can add
or suppress loops.

FTT ‘ Mon Mute
MO:
" . Indicates you will only
AMS DATA | AMS CMD AMS CRD PRO POD DME | 1SS_FDIR _ L-¥  be able to Monitor
ors | ops ops ops ops 0Ps 405/ this loop.
| | o |
| FMT.CRD | KU_CRD | LIS_CRD RPI_OPS | POICSTOW oc | AG-1 | AG-2 == Box name indicates
I ors LT | ! L | ors I oFs name of the loop. Call
MO MO | | I wo MO . :
= L e : - sign for person behind
| | | [ W | N | B sometimes different!
| sc-1 SG-2 PROZ
| ops NN
| cﬂ.\ | RM | |
10/19/2011 z\@za Voice key 16 pressed. h o
op Y Highlighted: Blue Box:

Indicates you are monitoring this loop

19.10.11

People are talking on this loop.

P. Saouter, University of Geneva



Getting Started with I[VoDS

The main form has two menus at the top. The menus are comprised of Options and
Help.

By selecting Options the following selections will be displayed.

‘Options | Help
Settings R dBm
e B 1 [ )
VU Meter | —— o
Debug Information Is: 67
vertical Panel [T T T
Ckt Pool
o The VU meter allows you check if you are actually receiving
Page Minus > A . .
. any audio ou’tput in VOL{r earphones and of the voice input
Audio Selection from your microphone is working.
‘I, By clicking Show VU Meter, it appears in your
Check if the correct headset device main window.

is recongized and selected.

19.10.11 P. Saouter, University of Geneva 12

Getting Started with IVoDS

When you access your account, all loops are by default deactivated. To prepare for a shift,
select all loops you wish to monitor (yellow highlight) by clicking once on the channel.
Select the AMS OPS loop as active (green highlight) and perform a communication check by
speaking while clicking PTT box:

> “LEAD (or DATA), this is TEE, comm. check on AMS OPS”

LEAD will answer by “Good comm. TEE” or something else if your communication is not clear
(too faint, too loud, etc.).

You are now ready for your shift. Any issues... Don’t hesitate to ask around.
To exit IVoDS, press EXIT in main window.

IVoDS User Manual can be found at: nttp://dl.dropbox.com/u/6695477/lvoDS_IRSUserManual_08_11_09.pdf

19.10.11 P. Sacuter, University of Geneva 13



3. Communication Protocol

19.10.11 P. Saouter, University of Geneva 14

Communication Protocol

Operating Rules and Recommandations

Use CALL SIGNS to Sign IN/OUT and ASSURES GOOD MECHANICAL /

address specific people on loop. ELECTRICAL CONNECTIONS
USE PROPER EQUIPMENT USE PHONETIC ALPHABET
ONLY KEY TO TALK USE PRO WORDS

SPEAK DIRECTLY INTO MICROPHONE USE PROPER SHUTDOWN PROCEDURES

DO NOT BLOW OR SHOUT INTO NO PROFANITY
MICROPHONE

AVOID STRING OF CABLES & JACK SYSTEM IS MONITORED AND
BOXES RECORDED

Depending on the type of mission and quality of communication on the channel, the use of the
phonetic alphabet can be needed ( not strictly mandatory but you need to be able to use it!!!!)

19.10.11 P. Saouter, University of Geneva 15



Communication Protocol

When you first speak, use CallSign of person with whom you want to speak and then
give your own CallSign.
ex.: TEE wants to speak to LEAD, TEE must say:

-« LEAD, TEE» or

-« LEAD, this is TEE ».

Wait for a response (~ authorization to talk).
ex.: LEAD will say something like:

-« Go Ahead »  or

-« TEE, LEAD, Go Ahead » or

-« TEE, LEAD ».

Express yourself clearly and be straightforward (prepare what you have to say before).
If communication is bad, be prepared to use the phonetic alphabet.

Inform other people on the loop when you sign in and out the loop!

ex.: - « TEE is out of loop for five minutes »,
- « TEE out of loop »,
- « TEE back on loop ».

Communication Protocol

Important — Interrupting discussion for emergency

_ Emergency Command: « Break, Break, This is an Emergency! »

_ Interruption Command: « STOP! STOP! STOP STOP: »
Immediate interruption of the undergoing action

_ To break continuity in a transmission: « BREAK »

Important — Sending Commands to AMS

Sending commands to AMS must be coordinated with LEAD.
Commanding can only be performed once LEAD has given authorization to do so!

When commanding is finished, one must report to LEAD.

Before asking for commanding, prepare a brief summary of the actions that will be taken
to explain to LEAD the situation.



Communication Protocol

Afﬁrm_atwe: B Essential Key Words
Negative: NO
Break: Used to BREAK continuity in a transmission by the speaker
Correction: You or | have made a mistake in transmission.
Disregard: Disregard what | have just said.
Execute: Carry Out
Perform: i.e.
Go Ahead: Proceed with your transmission.
Say Again: Repeat your last transmission.
Copy: | understand.
* Qut: Out and finished

* Break Break: A little more powerful than the break!

19.10.11 P. Sacuter, University of Geneva

Communication Protocol

The NATO Phonetic alphabet Letter Key phrase Letter Key phrase
A Alpha N November
Depending on the type of mission and
quality of communication on the B |Bravo o Oscar
channel, the use of the phonetic C Charlie P Papa
alphabet can be needed ( not strictly
mandatory but you need to be able to D Delta Q Quebec
use it!!!!) E Echo R Romeo
9 F Foxtrot S Sierra
,\éﬁo G Golf T Tango
.\“_0‘, H Hotel U Uniform
‘\0‘1\ 1 India Vv Yictor
& ?‘\Q J Juliet w Whiskey
.
@s’ K | Kilo X X-ray
L Lima ¢ Yankee
M Mike Z Zulu

$39F % 73 F



Starting Guide for
DATA Position
POCC @CERN
2012 February 10t

DON'T PANIC !

Enjoy the ride.

Passwords are saved in /pocchome/data/DATA guide/DATAUserPass.txt
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1.1) Use of the POCC phone

To call DATA position (outside CERN):
+41 22 766 2118

With POCC Phone you can call any CERN mobile 16-xxxx
In the grey panel there are many fast-dial mumbers.
Alist of all the AMS expert on call is memornized.

Use up and down arrows to scroll on the list

On shift list posted in elog it is possible to find the list of
actual expert on call.
hitps://famsvobox04.cem.ch/elog/Shifi+list/

To call outside CERN:
#4 — PIN, Press ok, 0 to hold on the outside line and compose the whole number
To use the dial-Tone (e.g. To select ina vocal menu) press «98» then the menu number

Example: If you have to activate your TVoDS account call the HOSC Customer Service:
001 256.544.5066 select 98 1 to speak with an operator




1.2) Telephone numbers

Software Experts (call in order):
1) Peter Dennett: +1.713.899.6100,
+1 281 334 3800

2) SYSCON (Marshall DATA = RPI-OPS) +1.256.544.2200
3) HOSC Customer Service: 001 256.544.5066

IT (Network) Experts:

1) Pavel Goglov +41 76 487 1287 (mobile CERN 161287)

2) Mike Capell +41 76 487 0172
3) Sasha +41 76 487 4733

On call expert

Vladimir +41 76 487 4574 (mobile CERN 164574)
+41 76 487 1206 (mobile CERN 161206)

Other useful numbers:

Ambrosi +41 76 487 5822 (mobile CERN 165822)

Tim Urban+1 713 213 8468

A. Kounine +41 76 487 3722 (mobile CERN 163722)

1.3) IVoDS

On Desktop you can find the IVoDS icon launcher.

After logged-in and selected your profile , press the Button
«Audio Sel» and select «Headset» in Ear Piece and
Microphone

Then check the communication selecting the AMS-OPS
loop (it has to be green), holding the PTT button and say
«DATA Com Check»

first use

o Audio Belsction =
Canfigisre Audia

Headset 1

Headset 1

Ean pleceds)

Heatsel [phighwel, 0L version 1.0.20

Down | = > - uw

Microphons

Headset [plughwel,a) version 1.0.70

Down £ up
P pa— = -
e A useful feature is the vertical panel B AR g A A
;..P To activate it select: Tz
| sk Option ->Vertical Panel
iVoxe ks This is a smaller interface that you can have on
l Aot cin any Deskiop by «right click» on the Top bar,
Ao AT select «Always on Visible Workspace»
| oM :
POC -
‘ o : | If you have to activate your IVoDS account call the HOSC Customer Service:
RPLOPS
Casc. T 001 256.544.5066
(D | select 981 to speak with an operator
‘ = Remember that for security reasons you password will expire every six months.
LY 1
§G-1 -
|



1.4) AMS Voice Loops -IVoDS

The AMS positions are:
1) LEAD/ COMMAND/DAQ leader and commander of AMS detector
2) DATA —
3) Thermal

4) PM ( TOF, RICH ECAL all together)

5) TEE (TRD ., TRAKER and ACC)

In addition we have LIAISON who takes care

W L3
about the relations between AMS and NASA woo |[wese |[mzonll waem l 25 Y| = [ 2 fl=a
(they are NASA people)
You will use IVoDS to speak in loops - | Nf- || w‘f || - || ?‘ " m':; || ...M..., |. .
(Internet Voice Distribution System)
If you have problems with IVoDS call SYSCON . . . . . . . .
i — ' )

Punitians
Cyehe ' Ty Audia 541 | Mon See e W+ Cha Paal EXIT

The AMS Voice Loops are: . oo~
1)AMS-OPS (Operation Payload Supporter) this is the main loop dedicated to AMS
detector. Almost all AMS communications are in this loop
2)AMS-CMD loop dedicated to LEAD/COMMAND position
3)AMS-DATA loop dedicated to DATA position
4)AMS-CRD loop dedicated to longer discussions for coordination issues.
To add new loop on IVoDS interface press «Ckt Pool» button. then select the new loop and press
«assign Ckt»
7
1.5) NASA Voice Loops
1) POD (Payload Operation Director)
It is @MSFC and takes care about the payload operations. It is the analogous of our AMS-OPS
2) PRO (Payload Rack Officer)
It is engaged to enable/disable commanding. Analogous of AMS-COMMAND.
3) DMC (Data Management Coordinator)
It is important for ku-band settings. Analogous of AMS-DATA (if you need more bandwidth
or you have problems with the flow of data from space ask to DMC)
4) OC (Operations Coordinator)
It 1s analogous of our AMS-COORD and coordinates central HOSC services (¢.g. can trigger
OSTPV update)
5) RPI-OPS
Use it to communicate with Marshall DATA (if you have problems with earth transmission
data call Marshall DATA). If vou have to call SYSCON use this loop.
8




1.6) Call Signs

To Call: sav first who do you want to call then say who vou are. In addition yvou can

specify the loop name. Example to call AMS LEAD on OPS loop:
> LEAD, DATA on OPS

Or

> LEAD this is DATA

To answer: say first who you are then you can specify who called you. Example if DMC

calls you, he/she will say:

> AMS, DMC on DMC-loop
And you will reply:

>Here AMS, go ahead DMC
Or more simply

> go ahead DMC

To say that vou have understood say
>Copy

If not, ask to repeat:
> Sav again

ATT: If you are speaking with DMC you will be “AMS™

1.7) What is a Command

Every signal which is sent to AMS payload by means of our programs is considered a Command.
These include commands sent for the instrument configuration and communications whit AMS

Laptop computer (AMS and ALC).

Commands are sent through s-band (low-rate band ) and the replies are
received through the ku-band (high-rate band). The communication with
1SS 1s guarantee by four main satellites which are not always available for
transmission (TDRS Tracking Data Relay Satellite). As a consequence we
will have periods in which we can receive data called AOS (Acquisition Of
Signal ) and other where we cannot receive data and replies LOS (Lost of
Signal)

During LOS it is not possible to send commands

NASA staff enable or disable commanding. This information is
shown as a green or red light in the HOSCfepMonitor

(Account ams2all0 enabled ).

ATT: Do not send commands if this light is Red!!!

HOSCfepMonitor

HOSCRRpRIC 125 Bl 12 fepl:81012
Activity. OtPar
Command Fath
HOSC Time:
215.20:51:12
Theegs me control
(@Hosties nineing flegged ont
(@ems Connetion (NOST eennect buck!
() 245 POCE focal enabied
Things HOSC controls.
@ 1ccmunt ami2as0 srabied
(@) Cear to zend command to HoSC
(@ £ enablement
()remote enaboment
Things MCC centrels
Qrosc connected 1o MCC
HOSC sruabied by MCC
(D25 (5-0and § MEE)
Things we count:
0 AMSBlocks queusd
350 AMSBlocik cownt
356 NS command count
4 HOSC command rejects

Custom Data Packet conmection
4947676 Custom dat packed count
9 GSE packet count
S75174 MK frarme coust

Lant error

10



1.8) OSTPV Short Term Plan Viewer

This is a graphical interface to inform you in “real time” about the ISS operation plan.

It also displays the s-band and ku-band conditions.

It works only with internet-Explorer which runs in Windows virtual machine on pcpoc30-31,

with remote desktop .

To run remote desktop do :

T

-
I

I nohup rdesktop pcpocws01 & I =—— == == =T
[ — — — —
or = K
| nohup rdesktop pepocws02 & | = ——
Green line is s-band 2Mbit/s
For window dimension use option: = Orange line is ku-band max100Mbit/s
-g <width>x<height> ‘ m— -
It is automatically connected to b — ,_
internet-Explorer:
https://roocil.dmz.hosc.msfe.nasa.gov
A red dashed vertical line shows you the present time on plan.
ATT: these are just predictions of AOS/LOS. To know when vou are enable for commanding
always listen to PRO, POD and DMC. 1
ATT: if you cannot see this red vertical line press Real Time button
2) Data Flow on ISS Summary
PLMDM AMS J
APS |
|
|
| :
HCOR -
RIC ALC
On this side: t L
LRDL (1553) On ﬂ“ﬁ side:
Low Rate Data Link E Rack 6 :
presstas HREM High Rate Data Link
S Band Ku Band

ATT: times on IS5 (PLMDM and RIC times) are GPS times and that GPS
time is about 15 seconds ahead of GMT/UTC time.

12



2.1) Data Flow on ISS

Data from all AMS sub-detectors are collected by JIMDC ( the main AMS computer ) in blocks. Each block
is then divided in frames in order to be sent in the High Rate Data Link (HRDL). Each frame contains about
4kbytes of data. Normally they are buffered on JBUX which works with the First In First Out logic
(FIFO). Out of the JBUX they are sent to HRDL for downloading . On the ISS station they pass through
the Automated Payload Switch (APS) where they are copied in the AMS-laptop computer (ALC is the
first backup of AMS data). After the switch, data pass through the HRDL Communication Outage Recorder
(HCOR). In AOS period data are transmitted to Earth by satellites which use the ku-band. At Earth they
are received by high rate radio frequency antennas (HRFM) and finally arrive in the HOSC building at
Marshall.

ATT: Our nominal rate for downloading from AMS is 9 Mbps while 1t 1s 27 Mbps for the AMS-Laptop.
These are minimum values but we often have more bandwidth (34 Mbps )

ATT: LEAD can decide to send frames to JBUX ( SCIBPB for scientific Data) otherwise he can decide to
send them directly to HRDL (SCI for scientific Data) e.i. exclude JBUX. This last operation is done for
example if we want to have data directly at Earth during detector tests. In both cases data are copied on ALC
because they pass through APS which is, at present, programmed to copy data on laptop. If we playback
from laptop, scientific Data are called SCIRBPB if they have been passed through JBUX first. (See
section Data Types and APID Names) for details.

ATT: When there is no signal for a long time or if we have problems in saving data in ALC, frames may
be temporally stored in HCOR. When the connection is restored data are dumped out from HCOR and
transmitted to Earth. This is called HCOR-dump. In this operation HCOR completely erases.

13
2.2) Streams Summary diagram
AMS
'y
ALC
—> RT Streams YVvYy Yvy YVYYy
e HCOR Streams ALC JBUX AMS
= Playback Streams
FEP
[ ] Obijects in space
[ ] Obijects on the ground
14
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2.3) Streams Summary

When frames arrive at Earth they are collected in streams.

A Stream is a continuous sequence of frames. Every Stream type is unique and has its own APID. For
example scientific streams, SCI, had 976 as APID . Qur first software at Earth is called PDSSfep2.
This program receives the HRDL data from NASA and records them on disks. NASA uses the User
Datagram Protocol (UDP) to deliver data to our machines, but this protocol is often not reliable and
doesn't guarantee data ordering . To solve this problem PDSSfep2 uses a multicasting solution. By
multicasting it is possible to define addresses which can be used by many hosts. Stream data are
then stored in different paths according to their UDP port. For example the APID of SCI streams may
have 3 paths RT/ HCOR/ PB/ which correspond to Real Time, HCOR-dumped and Play-Back from
Marshall respectively.

Our SCI real time data have 8506 as UDP port.

From MSFC data are then copied to CERN. Only one pcgscSx machine called “Prime” is used to
transmit data. The other three AMSfeps are used for backup. Ask an expert for the name of the
current Prime AMSfep : it can be swapped for maintenance reasons . The Prime AMSfep is usually
not synchronized with the backups machines (i.e. files and directories have different names).
Remember this issue during swapping procedure.

Streams are then stored into packets which are send from Marshall to POCC.

bbftp (Sasha's software) is the program that copies Data from the Prime AMSfep to the main feplr.
Other feplr retrieve a copy of Data from the main feplr. At CERN the FRAMES are stored into
BLOCKS (Alexei Lebedev's deframing). In addition at POCC there is a mini-SOC where there is the
first reconstruction of data files to get the one-minute-frames which will be used for the one-minute-

raw and finally the one-minute-root data .

15

2.4) AMS Data Streams
(update to 8" November 2011)

5477

¥

7~

73

APID Path Machine | UDP ORT
APID|Name Description FER Address | port
876 [HKLR AMS Housskesping Dats Low Rats i
cop/ HOSCRep fepir cop Machine Port APID Path Machine upp ORT
GSE Packet 1d 543, format 3 ion |Fer Address | Port
Gad poSSfep  |aMSepic | 8500
Heor/  |epssfep  |amsfepMc | 8528
icor/  |possfes  |amsfepmc | ssor
(= PDsSfep  |AMSfep | 8529
|| pes pDssfep  |aMsfep | @502 578 [MRDLCPST [MADL deverlink of GFST stremm:
577 [AKAR AMS Housskesping Data High Rate High rate HK. including iftp. ol possfep  |awstepmc | 8530 | |amsfeonc | ss3d]
Gard possfep  |amstepic | 8503 | [amsfeome | ssos)
HcoR/  |ppssfep  |Amsfepmc | ss3t
Hco oSSt AmStzpic | 8504
L 2 e/ PD3Sfen AMSfep 8532
per poSSfep |amsfep | ss0s ss05] 1356 |MRDLCPS2 |MRDL devlink of OPSZ stream.
e o T G) fard ppssfep  |Awmstepmc | 8533 | |amsfeomc | sszg)
Gard pDssfep  |amMsfepc | 8505 | [amsfepmc | ssoq]
icor/  |epssfep  |amsfepmc | ss3s
co poSSF amstaprac | sso7
il =0 pt i/ pDsSfen Amstep 8535
= osst amste, s 1357 |MRDLCPSS |MADL deviink of OPSS stresm. - =
550 [FzPRG [ e e ey L B ) |G PDSSf=p AmsfepMc | 8535 | [amsfepMc | ssag)
R1/ ¥
561 |p2rRP ayioad to payioad Reply HCOR/  |PDSSfep AMSFepMC | 8537
ad
- £ posstep  |awstep | woas
576 [AKALC  |Housekesping Data from AMS =
Laptop Computer cop/ HOSCRapRIC |feplr cop Sband [SBand dump oF, PLINOM CUT: ares
e et e Tt T — vsith AM5-02 Subset daia (304
L POSSfep AMSfephiC | 8509 APID 1274 PLMDM-1 cHD/ PDsSfep2  |AMSfepMC | 8545 | |amsfepmc | @34
HooR P03ty lAMSfepMC | 8510 1237 APID 1274 PLMDIM-2 posstuz |awsipmic | sa%s | |amsfamc | ssss|
oer coSSfep  |amsfep | 8511
EToF R PV e oot g v e N T Notes:  AMSfephC is the AMSfep multicast address ending in .50
) Gard pDSSf: Amsfephc | 8512 | |amsfepmc | s81))
Playbad: (Was APID 973) - AMSfep will be 2 particular AMSfep 1P address from subnet 198,118,500 160/27,
licor/  |pDsSfen |amsfepmc | 8513 pgscsS0 ends in .162 pogscS1 164 pscS2 165 pegscS3 166777
=4 pDssfep  |aMsfep | 514 Current active AMSfep is IP address ending in .163 (pcgscS0)
563 [FIKEFE  |AMS Housskesping Data buffersd in
18U Playback ard ppsSfep  |amsfepc | 8515 | amsfeome | ssis
fapir is the peposXX machine to opsrating 35 the low rats FER.
HooR (oREsfes (AbfeMC | 932 APID 976 data iz sither GSE or COD packats
per poSSfep  |amMSfep | 8517
575 [AKAPE |AMS Housskesping Dats recorded
by AMS Laptos Playback Gard possfesp  |amstepmc | 8510 | [amsfapmc | ssiof
Hcors  |pDsSfep  |amsfepmc | asis
per possfep  |amsfsp | as20
578 [SCIRPB |AMS Sdence Data recorded by ANS
Laprop playback Gard oSSy |amstepiic | ss21 | famsieme | sa2dl
cors  |ppssfen  |amsfepmc | ss22
per poSSfep  |amsfep | 8523
1354 [SCIRBPE  |SCI data playback from the Laptop
of J8UX buffer Gl pDSsfep  |amsfepc | 524 | [amsfepme | ss24)
Hcors  |pDssfep  |amsfephc | asas
pe/ possfep  |amsfep | ss2s
1355 |AKRBPE  |HK data playback from the Laptop of] 16
18U buff Gard possfep  |amstepmc | 527 | [amsfepmc | ssa7]

—_



2.5) Data Types and APID Names

There are 3 main Data categories coming from AMS:
1) HKLR = housekeeping low rate

2) HKHR = housckeeping high rate

3) SCI= Science data

These last two categories can also be Playback both from AMS-laptop and JBUX:
2.1) HKRPB= housekeeping (HR) playback from Laptop (recorded)

2.3) HKBPB= housckeeping (HR) playback from JBUX (buffered)

2.2) HKRBPB= JBUX buffer housckeeping (HR) playback from Laptop

3.1) SCIRPB= science data playback from Laptop (recorded)
3.2) SCIBPB-= science data playback from JBUX (buffered)
3.3) SCIRBPB= JBUX buffer science data playback from Laptop.

At Marshall each of these types takes 3 different paths: RT/HCOR/PB according to the “way’” they
have arrived to us i.e. in real time, by HCOR-dump and Play-Back from Marshall.

Normally scientific data are downloaded from AMS after being buffered on JBUX and arrive at
Marshall in real time. In our machines they are stored in Data/FRAMES/SCIBPB/RT.

The HKLR data, instead, follow a different path. When they came out of AMS they do not pass directly

to the HRDL but they pass though the LRDL (1553) line first. After passing the Payload Multiplex De-
Multiplex(PLMDM ) they are sent to the HRDL (ATT: this path is not shown in the Data Flow on ISS

slide ) where they are sent to Earth. At Marshall they are not stored by PDSSfep2 but we receive them in

a NASA Customer Data Packet (CDP) service and we receive them with our programs HOSCfep and
HOSCfepRIC. ATT: HKLR of AMS-laptop are called HKALC. 17

Commands
Replies & HKLR
SCI & HKHR

2.6) Data flow summary

SCI & HKHR are received
trough Ku-band from AMS to the
ground.

Marshall Space Flight Center (MSFC)

~HOSC building At MSFC SCI & HKHR are stored
Commands to AMS are sent thoug in our server pc (see PDSSfep?2 section)

S-band. At MSFC they pass by some 2

. . . pdssfep on
verification level using the protocol X
defined by HOSCfep. —

SCI & HKHR are sent trought internet
(bbftp program) to CERN.
See section From Marshall to POCC

Replies of commands and HKLR
are sent through KU-band, and
we receive them in CDP service .

CERN-POCC

From pcposp( to
backup server

bbftp from
pcgsciX to
peposp(

HOSCfep
On pcpospl

and to
collaboration

18




2.7) How to Changed the HRDL Rate

In the DATA position You will be in charge to speak with DMC for ku-band settings.

DMC can change our bandwidth but is LEAD who sets the real rate of AMS-data transmission (our
rate). Remember that if vou set our rate higher than the DMC one we will loose data! If DMC
requests you to change the HRDL rate remember that:

« Ifthe rate is increasing we can change the rate after DMC does it. (No problems)

Ex: from 9 Mbps to 30 Mbps we can set it after.

« Ifthe rate is decreasing we have to change the rate before DMC has made the change

Ex : from 30 Mbps to 9 Mbps we have to set it before!

Ask LEAD if he copied the conversation . After that LEAD has set the new rate, say to DMC "I'll give
vou a GO™. Better to ask DMC about the overhead (the bandwidth may go below the defined rate: if
this will happen we will lose Data. Remember we can set only discrete values so If DMC says 30.5
Mbps we have to go to 30 Mbps

In both cases you have to inform LEAD that the Data is coming at the new rate.

You can check the new rate in the PDSSfep2 monitor.

If you can’t see the new rate it may be because the JBUX is almost empty and so we have no data to
downlink. Check it in the JBUX-M

Our minimum rate for downlinking is 9 Mbps but we can ask for more bandwidth if we need to empty
the JBUX.

19

3) POCC Computers

(Payload Operation Control Center)

At CERN Servers computers are also called feplr

@CERN

data@pcposp0 this is the main server
data@pcpospl

data@pcposcl

data@pcposcl

Computers in DATA position are:
data@pcpoc30 — Monitor/Commanding
data@pcpoc3l — IT

In addition at Marshall Space Flight Center (MSFC) in the HOSC building -Huntsville
Operation Support Center- we have 4 machines called AMSfep:

@MSFC

ams@pcegscs0
ams(@pcgscs1
ams@pegscs2
ams@pcegscsS3

In Houston we have our old server feplr

@JSC
data@pcposjl
data@pcposjl

20




3.1) Desktop on POCC machine pcpoc30

This is how the Desktop will look like for the DATA position on pcpoc30

The main folders are:

AMS FLIGTH Startup
AMS ALT (CoRF)
NEW LAPTOP FLIGHT

Links to our
servers and
feplr:

NEW LAPT.OP-
FLIGHT 21

3.2) What you have to do @POCC

In DATA position you are responsible for the correct data flow from ISS to Earth (at Marshall)
and from Marshall to POCC. In addition you have to check the correct traffic of Commands
and you have to take care of free space on disks

The main programs that you have to use are:

(@CERN on pcpoe30 & pepoce31:

With these programs vou
_ will monitor CDP data:
HOSCfepRIC HKLR

HOSCfep
HKALC
Other programs for monitoring are
jmdc_mon
jmsg With this program
JBUX-M vou will monitor:
HKHR
X . . . SCIBPB
(@MSFC there is the main service for data flow control and storage: HKBPB

in pcgsc50/51/52/53 the main program is:

in addition:

SCI

SBANDI/2




3.3) Check free space on Disks

Check free space on all disks by typing on each machine: | date ; df -h /Data
Always report in elog the % of Used space.
To connect to elog (vou will need name and password https://amsvobox04.cern.ch/elog/

You can calculate the % of Used disk above which we need to recover before we lose Data.
We can fix this value in order to have about 36 hours of free space data taking .

For AMS-laptop the rate of filling-up is about S GB/h (this corresponds to a rate of 120 GB/day for data-

recording). Since this machine has little space we can calculate the % also for 24 hour of free apace and
consider this interval:

Laptop 688 GB == 74% --83%

To remove files from Laptop use “Laptop Cleanup™ of “DATAprocedures.pdf” file.
Ask an expert to teach you how to do it!

For feplr we have also BLOCKS: the filling-up rate is about 10 GB/h

peposp0 8.7 TB == 96% Don’t remove filf:s in these machines
pepospl 8.7 TB ==96% but send an email tu:.
peposc0 13 TB == 97% Pavel (Pa\'cl.Goglovlq'.c'c\m,ch)
peposcl 13 TB ==97% Sasha (Alexandre.Eline(@cern.ch)
peposj0 7.6 TB ==95%
peposjl 7.6 TB ==95% 23
4) Data @MSFC
Data are downlinked from ISS through ku-band and are stored (@MSFC in our machines (GSE= Ground
Support Equipment, or AMSfep).
To log form pcpoc30 or pepoc31 to Marshall do (yvou will need a password) do — or use links on Desktop-
ssh ams@pcgscS0
ssh ams@pcegscs1
ssh ams@pcgscS2
ssh ams@pcgscs3
From MSFC data are then copied to CERN. Only one machine called “Prime” is used to transmit data. The
other two AMSfeps are used for backup. Ask an expert for the name of the current Prime AMSfep : it
can be swapped for maintenance reasons . The Prime AMSfep is usually not synchronized with the backups
machines (i.e. files and directories have different names). Remember this issue during swapping procedure.
Always check free space on disks by typing | date ; df -h /Data
In these machines there is a service software which keeps AMSfeps at the 95% of disk Used
(it periodically removes old data). It 1s called pakkuman.
Check if it is running with: | service pakkuman status or ps -aux | grep pakkuman
service pakkuman stop
If you have to stop/start/restart it, type: | service pakkuman start
service pakkuman restart 24




4.1) PDSSfep2 @MSFC and S-band Dump

PDSSfep2 is a service not a program. It is automatically started on boot of the computer and can be

manually controlled with any of (sshi@pgscs3X -where X=0.1,2,3-) and it must be unique.

To stop/star/restart do:

service PDSSfep2 stop
service PDSSfep2 start
service PDSSfep2 restart

Do not stop or restart if it is not necessary!

To check that it is running do

service PDSSfep2 status

or:

You can monitor PDSSfep2 with its log file as:

ps aux | grep fep

tail -F -n 200 /Data/log/PDSSfep2_current.log
tail -F -n 200 /Data/log/PDSSfep2_current.log | grep -E “\[E\]”\|“USDM™ \|“Our”

If ku-band is not available for long time (more than 4 hours), e¢.g. high beta-angle periods, LEAD could
ask PRO to download CHD files through the S-band: this is called S-band Dump. This is a “function™ of
PDSSfep2 and is always enabled. If an S-Band dump starts it will be recorded. All AMS station can monitor

it with (for all machines: X=0.1,2.3)
(Xudong's program)

chd_disp —h pegseSX —p 61013

4.2) PDSSfep 2 Monitor

25

In addition there is a monitor interface : PDSSfep2 monitor. It always updates while running. This is
an example of how PDSSfep2 monitor looks like.

T e
POSSTep2 1.8 Bld 2
POSSfep2 1.8 Bld 2
Diskfree on /Data/

[ Note that Packets
number and

Recorded have to
increment and be
| nearly the same.

Stream APID Mode
HKHR 977 AT
SCIBPB 982 RT
HEBPE 983 AT

=2

eI e

[07/20/2011 18: 48§48]
pegscSl - 2011.20). 18: 48: 48

105 Gbyte
out of 100000, rrently 6 frames
Port ADS Packets Errors Filtered ] SeqErrs CRCErrs
8503 1 562 o [:] 1 a
8512 1 244,810 o L] ] o
815 1 &3 o o o a

v

' The Rate is also
possible to be

. checked trough the
| ALControl

.| (see Laptop)

It reports the number of FRAMES (named Packets) that we receive and the number that we have
correctly Recorded. The number of sequences errors and CRC-errors,
With this monitor you will also see the Rates of transmission (Mbps) for the GRS threads.
We usually download HKHR, SCIBPB, HKPB data (Ports and APIDs arc given as well).
ATT: For HK-data the rate may be less than 0.01 Mbps, so vou will see “0.00”
To start this monitor type in a shell of POCC computer (X=0.1.2,3) ( ~= /pocchome/data)

tclsh ~/eAss/tcl/fepMon.tel —s pegseSX:61013

To reset counters: | “Shift “+ ¢

to quit

At the beginning of you shift reset all the counters and report them on checklist at the end




4.3) Sequences errors in PDSSfep2

A Sequence Error appear when we receive frames that are not ordered in time.
This is a problem for the reconstruction of FRAMES into BLOCKS.

FEile
22011
f2011
22011
12011
22011
f2011
22011

2011
12011
f2011

2011

2011

2011

2011

2011
J2011

ice 1}

32011
J2011

32011-
32011-
32011-
32011-
42011-
J2011-
32011-
32011-
32011-
32011-
12011-
32011-

-17:52:50;

You can have details on Errors watching the PDSSfep2 current.log file

View Terminal Help

17:51:27; | ] Wom (977} AT  0652/200:2 Aequired signal For more information on PDSSfep errors sece document:
ristoa LI TGR (SIRT beram e Fe e Investigating Sequence Errors On AMS-02.pdf

HKHR  (977) RT 0052/292:62 File closed
HKHR  (977) RT UDSM LOS (UDSH APID 977) \
UDSM counts: Received 173 Wraps O SeqErrs 1 LenErrs > z o
Our counts: Received 173 Wraps 0 SegErrs 0 { Dlll'll]j_l L‘()b
SCIBPB (982) RT  UDSM LOS (UDSHM APID 982)
UDSM counts: Received O Wraps O SegErrs © LenErrs O
Our counts: Received O Wraps D SeqErrs O

Sometimes, when the

HKBPB (983) RT  UDSH LOS (UDSH APID 983) sonniection came back. vo
UDSHM counts: Received O Wraps O SegErrs O LenErrs O L(_I‘lﬂu.llt. fcaune bdf}?’ you
Our counts: Received 0 Wraps O SegErrs © ! will see “Seq error” in the
HKHR  (977) RT  0052/283:27  Lost signal after 201 ) I :
HKHR  (977) RT ©0052/293:26  File closed current log tail of PDSSfep2.
E] HKHR  (977) RT 0052/294:1  Sequence error. Exp 2

Usually the situation is soon
HEHR  {977) RT  DO52/294:2 Acquired signal recovered.

HKHR  (977) RT  0052/294:12  File closed
HKHR  (977) RT  DO52/295:62 File closed
SCIBPB (S82) RT 0051/893:2 Acquired signal

|

i [ ]

i

i [ ] HKBPB (983) RT  0046/582:2 Acquired signal A genera[ rule:

¢ [ ] HKHR  (977) RT  0052/296: 65 File closed = ) .

: [ ] SCIBPB (982) RT  0051/893:25929 File closed \ 1f anv error pcrsmls for more than
: [ ] HKBPB (983) RT  0O46/582:8 File closed : 2 =5 - £

[ ] HKHR  (977) RT  0052/297:64  File closed During AOS one minute, monitor it.

: [ ] SCIBPB (982) RT  0051/894:55047 File closed &

: [ ] HKBPB (983) RT 0D46/583:14  File closed 4 with normal Always inform LEAD and the
: [ ] HKHR  (977) RT  ©0052/298:63  File closed Kl-band =

: : } SCIBPB (982) RT  0051/895:55048 File closed expert (Peter Dennett)

HKBPE (983) RT DD46/584:18 File closed

If you see too many sequence errors (more than one /minute) check the bandwidth: maybe we
have exceeded the overhear and we have to decrease the rate.

In general if it is a problem from Space to Earth we have to call DMC.
If itis a problem of the transmission at Earth we have to call Marshall Data on RPI-OPS loop 27

4.4) Sequence & CRC errors in PDSSfep2

Some suggestions:

»If you have a lot of Seq.Err with only one lost frame ex: “Exp. 5 Got 6 (diff 1)”, this may mean
that the HRDL rate is not correctly set. Inform LEAD and ask him to lover the Rate.

If the problem is not solved by decreasing the HRDL rate, inform the expert on call and eventually
call Marshall DATA .

> 1If there is an un-expected KU outage (i.e. no KU band), with playback on, there could be a lot of
Seq.Errors on SCIBPB. Ask LEAD to stop Playback until safe KU- band Lock. Eventually call DMC
for more information

> 1If the number of lost frames is very high and the expected frame number is greater than the got one
, ex: “Exp. 6654 Got 6653 (diff 16322)”, this could be due to duplicated frames from MFSC. If this
happens for more than one minute, inform the expert and eventually call Marshall DATA .

»1If you have got a CRC error (Cyclic Redundancy Check) it means that something has gone
wrong in the transmission of the file. Check also JMDC-M to verify if there is a problem on JMDC.
If you see too many of them all in a time inform LEAD, and also the expert.
Remember to monitor these errors .
(CRC) is an error-detecting code commonly used in digital networks and storage devices to detect accidental changes to raw data.
Blocks of data entering these systems get a short check value attached, based on the remainder of a polynomial division of their
contents; on retrieval the calculation is repeated, and corrective action can be taken against presumed data corruption if the check values
do not match.” [wikipedia]
In any case always inform LEAD and:
a) Ifit happens for more than one minute, or with a high incident frequency during
one hour, call Expert, and report on elog
b) If it happens with less frequency, send an email con ams-data/@cern.ch, or ask 28
directly to the expert to get more information about it.




Use this program to open PDSSfep2 monitor and
logs all together for our 4 machines.
Multiple terminal window is launched from

AMS-FLIGHT-ALT (CoFR) folder
Click on

AMSfepMon 7o ot
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5) From Marshall to POCC

Streams are stored into packets which are send from Marshall to POCC.

bbftp (Sasha's software) is the program that copies Data from the Prime AMSfep to the
main feplr. Other fepels retrieve a copy of FRAMES from the main feplr. At CERN the
FRAMES are stored into BLOCKS by deframing (Alexei Lebedev's deframing).

For all feplr Check that files arrive to CERN and that deframing of BLOCKS is active.

* On the main feplr (pcposp0) to check that everything works well (from frames to
blocks) use bbftpMon of next slide.

* For the other feplr simply check that the deframing is updated by using the script
CheckDeframing. Connect to them and type :

watch sh /pocchome/data/DATA_guide/CheckDeframing

this script will display the status of all Data types that we are receiving (@POCC also
through CDP packets (Ex: HKLR/CDP, SCIBPB/RT ....).

If it is not updated it may be for two reasons: or the deframing has stopped (inform Alexai
Lebedev) or there are no FRAMES to be defaimmed in BLOCKS (i.e. backups feplr do not
receive FRAMES from the main feplr. Inform Pavel and Sasha) .

To check Data transferred day by day. go to peposp0:
cd /home/ams/testDT/count/logs/
and visualize file data_SCI_ALL.log 30




5.1) Monitoring FRAMES & BLOCKS

Check that FRAMES arrive at POCC and that the deframing is active
Connect to the main feplr data@pcposp0 and use tails otherwise
use the multiple terminal window for bbftp e —

one

arAd dafenmaiaog o hava all doba 10 A st d e
diiG Ui aimning oo nave do Qaud in One wWinaow

except HKALC.

Multiple terminal window is launched from -
AMS-FLIGHT-ALT (CoFR) folder by

clicking on bbftpMon

bbftpMon is equivalent to perform:
tail -F -n 100 /Data/ BLOCKS/HKHR/RT/deframing log
watch Is -1t /Data/ FRAMES/HKHR/RT/0%

tail -F -n 100 /Data/BLOCKS/HKBPB/RT/deframing.log
watch Is -1t /Data FRAMES/HEKBPB/RT/0*

tail -F -n 100 /Data/BLOCKS/SCIBPB/RT/deframing.log
watch 1s -1t /Data/ FRAMES/SCIBPB/RT/0#

tail -F -n 100 /Data/BLOCKS/SCIRT/deframing log
watch ls -1t /Data/ FRAMES/SCIRT/0*

tail -F -n 100 /Data/ BLOCKS/HKLR/CDP/deframing.log
watch Is -1t /(Data FRAMES/HKLR/CDP/0*

For HKALC use:

tail -F -n 100 /Data/BLOCKS/HKALC/CDP/deframing.log
watch Is -It /Data/FRAMES/HKALC/CDP/0*

6) HOSCfep ams

HOSCfep is the service which provides the interface to and from AMS —payload during ISS operations.
With HOSCfep we will receiving at POCC the HKLR/CDP data.
HOSCfep is active only on the main feplr (pcposp0) and it must be unique.

To check it, connect to peposp0: | ssh data@pcposp0 | or use the link on Desktop

To Check if it is active type one of these commands:

ps aux | grep HOSCfep
Ishin/service HOSCfep status

If it is active a line like this will appear:

[datO/pocchome/pdennett/eAss. 16/scripts-gse/. /hose/HOSClep --daemon --flight --instance ams --ERIS epvt20b 9209 --
OurlP 137.138.204.201 --port 61010 --path /Data/FRAMES/HKLE/CDP --cdp feplr 8502 --cdpport 8503 --hoscport 8501
--GSEport 8504 --mcast 224.0.0.24:61010:15:ethO

To start , stop and restart use these commands:

/sbin/service HOSCfep stop
/sbin/service HOSCfep start
/shin/service HOSCfep restart

Do not stop HOSCfep if it is running during AOS !!!!

Note: the sullix fep stands for front end program. Do not make confusion with the HOSC building at Marshall. 32




6.1) AMS FLIGHT Startup

If HOSCfep is running you can start all these programs!!!

In the AMS FLIGTH Startup folder on Desktop of pcpoc30 you will find these programs for

AMS interface trough CDP package: | T Only one
All programs in AMS FLIGTH folder are connected to HOSCfep. * ez ol click!
HOSCfepGUI = Main program interface to HOSCfep and ERIS = o =
chd_disp =AMS Critical Health Data (HKLR) monitor g;’::_., e et
CMD_RPL_Mon = A command and Replies monitor :_‘::_. et PR s e
Busg = Ianilor of sirssases fron VDO R e e
MecastMon = Multicasting monitor

HOSCMonitor = Monitor interface about connection with HOSC and MCC

If the link to the folder is broken, the folder path is
/pocchome/data/eAss.ams/scripts-gsc/AMS-FLIGHT

If the links in the folder to start programs are broken, type on terminal:

I /pocchome/data/eAss.ams/scripts-gsc/AMSConfig.sh ams <name of the program> I

HOSCfepGUI has to be started first and then all the others.
This program will enable you to activate ERIS connection to HOSC (sce next slides).
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6.2) HOSC fepGUI

This is the main interface about connection Log file of transmission, here there are all

between POCC and AMS information about file transferred,
) command sent and replies received.
[ HOSClep pepaspd ams ) (o) (% . .
It is equivalent to:
'.55'. 5555 5555 5555 5555 5555 5555 5555 5555 sqss 5555 5555 5555 5555 0125 4 tail -f -n 500 /Dala!longOSCfep_ams_curmnt.log |
;1) WoSComd: HOSC message: command AMS POCC: [POTC] quewed for transmission

-u 1& [ | wostend: Clear to send

b43:42: [ ] HOSCemd: POCCCommandfiesponsel3=Flight System werifier 1 (FSV1)). HOSCTag: BwGACACIZC
EZDE 0810 3(OE 4BAF EFES 0388 SAC4 CI2C 8008 JCOE 40AF 188

an4ac

2011-344,15:43:44; [ | APL: STSe0N TAG-G5X3 AP R NA-OOB-JMDC.3-AMSW DT=1F0205 ='T0-1i5t ops’ DC-7H2 0000 4EE3 B2CH 0O

Monitor of the connection, this is similar
o Li0% Cacs w0l 3eoE 4oek CHEE. 100 SAES COSE onos. OE Mios 0ess Ease sens edy o) mMcice to «pdssfep2 monitors, but it includes more

32: 1880 BFEL

Bl-da.Scitnie: [ MaR  (sreh seaonaie P4 clasd information related to HKILLR/CDP data.
2011-344, ] LR (876} 0229/284:80 File closed .
2811-334, | MKLR (876} 0229/285:88  File closed TO Open an ]ndepeﬂdeﬂt one dO:
2011-344, ] LR (8T8} 0229728660 File closed
2011-344 15:49:17: ] LR (8T8} 0229728780 File closed
2011-344 15:50:17: 1 meLR (876} 0229/2808:60 File closed | I tclsh M,’e}‘ss;tcui’epMDn tcl _s feplr.Gl 010 l
: Status Detail :
' Kool 03677 aphytnts 3479504 heplissPosted: 5375636 ReplyPolls: 320481 Convections: 35mses || In this independent one you will be able to
ind enabled: TRUF Reject on disable: TRUE MGRlockCnt: 546 MASACommandCnt: 813 Clear to send: TRUE 1 “OLlnlcm
ni'::‘m,;: 'mrdl_'ukgl,:"i::em 1 Frases: 220606 resel ¢ 5t T
Path: Ejg.:.frw;n'mgcnlﬁr i Shift “+ ¢
FramesReceived: 220686 FramesWritten: 213447 Rate: 0.02 BlocksProcessed: 1802599
FIFO High Water: 15 of 10000 .
:i?::?;;:bume :"r’ﬁ:l Lll':::}u ﬁﬂ[rls CRCErr : Repeatedd  NoCRC Pecorded Dlocks Mbit/s Rer)ort on Chmk]ISt ﬂ‘le 1‘lurnber Of €Irors
HELR  BT6 220,606 0 701 7,239 203,447 213,447 1,802,599 002 .y =
Total: 002 e To quit it press q:
o S o T To disable locally: “Shift”+ d
{Q)rosciep connection (D) account amszat enabled @rosc connected to moc To enable locally - “Shift™+ e
.cu: connect back .um Lo send eommand .ms:enm by MEC
.CDPcmmcl back .Nm EHS enablemment .Aos [5-Band & MCC)
oo b panchason Visual status of the connections.
[ 0 AMSBiocks queued 13 NASA command count 980237 COP packet count Wiﬂ'l all green lights al] the comlection
S48 AMsgiock count 2 HOSE command rees J 0 GSE packet count 4
[ 220688 HE frame count are on and you are able send command
to AMS and receive the HKLR/CDP 34
Some counters data.



6.3) ERIS

In the top bar of HOSCfep(GUI you can control also ERIS connection

ERIS (EHS Remote Interface System) acts as the HOSC interface for security. Tt starts and stops a service connection,
and reports the status of all connections

. Using “ERIS” menu you can:
=] HOSCfep pcposp0 a1 .
I—() > Connect felpr with MSFC
setup LERIS . .
S Disconnect felpr with MSFC
HLog Tai .
96: 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 5555 555! Check the Status of connection
2011-344.15:43:38: [ ] HOSCcmd: HOSC message: command AMS POCC: [f
2011-344.15:43:38: [ ] HOSComd: Clear to send
2011-344.15:43:42: [ 1 HOSCcmd: POCCCommandResponse(3=Flight Syste f
@: 1806 E2DB 001D 3COE 46AE EFEG 0308 OAC4 C32C 0OGO 3COE 40Al Using the “Setup” menu there are the
32: 0000 464C : : :
2011-344.15:43:44: [ ] RPL: ST5=0K TAG=0533 RP R NA=88B=IMDC-3-AM: information about ERIS connection
2A11-344 15-43-4A [ 1 HASCemd s PACCCammandRecsnnncsa{ A=Flinht SQust: parameters 'Ihey are Vel’y lI‘IlpOI'tal‘lt for
,J_v establish connection with Marshall.
2ASS Server Paramctors EFIS Farameters ERIS HOSt
last  feplr 11 st FpVEPPa ERIS port
'ort RTITI L]
Userid FRIS lserid  amsz 1o ERIS Userid
Pacsward ol
155:128AFlignt M ERIS password
- Green ERIS MOP
|" Black
~Tail C ds
Tl GMD @lupl Lail -1 500 F Dalaflug/HOSCley_ame_corenl oy Remember that these parameters change
Tai| wxpesc L=y @leplr Lail -n 1 F (Dalafon/HOSCIeu_ame_torent. log i _ . _
o | camu | periodically. Check them in this menu.

If there are network problems (e.g. IVoDS connection problems or no Internet
connection), ERIS is one of the first programs to be impacted by. Try to
Restart it . If it does not solve the problem ask an expert.
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6.4) HOSC status & counters
Most of these information are also reported by MOSCfep Monitor.
Mission Control
HOSC Status—— HOSC@Di hall — =
AMS POCC POCC@CERN ~HOSC arsha Mcc——— Center @ISC
HOSCfep connection .Account ams2all0 enablede— bHOSC connected to MCC
CMD connect back .Clear to send command 4 .HOS{: enabled by MCC
CDP connect back Mon EHS enablement .AOS (5-Band @ MCC)
POCC local enabled Remote enablemen
If green HOZCfep & ERIZ )
connection is established Are .RED during O3, you cannot send commands.
If RED you have to check the During 803, LEAD should ask PE O to be re-enabled
Cofnne chion
If RED there iz a PEOBLEM with connection to WISFC
To dizable and enable commanding locally Check ERIS Ztatuz, and reconnect if necessary
usze telsh ~/eAssitel/fepMon.tcl -s feplr:61010 Eeport on elog and monitor loops about this issue
ounters
0 AMSBlocks queued 46 NASA command count 1070306 CDP packet count
46 AMSBlock count 0 HOSC command rejects 0 GSE packet count
! ! ] 110510 HK frame count
: ] |
If you send a command during LO3, hal
the command iz blocked Packet and frame counters,
\ ; during A03F thiz number have to increase
check that CDP is counting also during LO5
Command you have sent {see HOSCEepMon)
successfully and command rejected 36
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Theme

= -=- 6.5.1) HOSCfepMonitor

HOsCfep 1.25 Bld 12 feplr:61010
Activity: Other

On the top of HOSCfepMonitor you can see that it refers to
HOSCfep (feplr : 61010)

G d Path
HOSC Tim:
{ 215.20:48:49

~Things we control

Tt is the visual monitor of HOSCfep . At GMT real time it displays
information about:

.HOSCfep running (logged on)
{D)ERIS Connection (HOSC connect back)
{D)AmMs POCC local enabled

~Things HOSC control

Things we control:
»HOSCfep running (logged on)

.Account ams2allo enabled
.Clear to send command to HOSC
.Nan EHS enablement
.Remate enablement

If red restart HOSCfep on pcposp0 (use “How to restart
HOSCfep ”in section “Recovering procedure™)
>ERIS running (HOSC connection back)

If red restart ERIS using HOS CfepGUI

®

~Things MCC centrol
{D)Hosc connected to MCC
{Q)HosC enabled by MCC
.AOS (s-Band @ MCC)

»>AMS POCC local enable
It turns red 1f you disable POCC staff to send commands.
(not implemented yet)

—Things we count:

0 AMSBlocks queued
2238 AMSBlock count
2914 NASA command count

0 HOSC command rejects

|—Last ern

~House keeping path

~Connections—————————

4948838 Custom data packet count

Custom Data Packet connection

0 GSE packet count
576503 HK frame count

|—Last erl

Things HOSC (Marshall Space Center) controls:

¥ Account ams2all0 enabled.

If it is red it means that yvou are not enabled to send commands to ISS.
With AOS and green light LEAD should ask PRO to be enabled

#>Clear to send commands to HOSC,

Ifitis red you are not enabled to send commands to HOSC

»Non EHS enablement.

Ifred it means that Enhanced HOSC System is not enabled.

»Remote enablement

©

Theme

HOSCfep 1.25 Bid 12 feplr61010
Activity: Other

O
®

Command Path

HOSC Time-
215.20:48:49
Things we control
@uosr_fep running {logged on)
| @RS Connection (HOSC connect back)
{@Ams POCC local enabled
~Things HOSC controls
chmnt ams2all0 enabled
@l:lear to send command to HOSC
{D)Non EHS enablement
(@) remote enablement
Things MCC controls
(@ Hosc connected to Mcc
(@HoscC enabled by McC
()45 (5-Band @ MCC)
Things we count
0 AMSBlocks queued
2238 AMSBlock count
2914 NASA command count
0 HOSC command rejects

Last efror

House keeping path
Connections

4948838 Custom data packet count

Custom Data Packet connection

0 GSE packet count
576503 HK frame count

Last error

6.5.2) HOSCfepMonitor

The MCC (Mission Control Center (@ Houston)

1s the most important structure in communication to ISS.

People there have always the last word on enabling/disabling the payloads
commanding,.

Things MCC controls:

Itt

©

»HOSC connected to MCC.
This is the connection between MSFC to JSC
#HOSC enabled by MCC .

urns red during LOS

>AOS (s-band @MCC) .
When you are in LOS this light turns red

Things we count

®

»AMSBIlocks queued

These count the number of blocks remaining in the queue, i.e

not yet sent to AMS.
»AMSBIlocks count
»NASA command count
»HOSC command rejected

Note

: these AMSBIlocks are blocks of command-files we send to
AMS. Do not confuse them with AMS data blocks.




O Custom Data Packet connection
4948838 Custom data packet count
0 GSE packet count

Theme

HOSCfep 1.25 Bld 12 feplr:61010
Activity: Other

~Command Path————————————————

HOSC Ti
( 215.20:48:49

~Things we control

OHDSCfep running (logged on)
OERIS Connection (HOSC connect back)
()Ams POCC local enabled

~Things HOSC control:

6.5.3) HOSCfepMonitor

House Keeping path:

¥» Connections Custom Data Packet connection. (CDP)
House Keeping are embedded with CDP, that are sent to the
HOSCfep by Marshall.

OA(munt ams2all0 enabled
Oc\earto send command to HOSC
{Q)Non EMS enablement
ORemm:e enablement

~Things MCC centrol

{Q)HOSC connected to MCC
{)HOSC enabled by MCC
OADS (s-Band @ MCC)

~Things we count

0 AMSBlocks queued
2238 AMSBlock count
2914 NASA command count

0 HOSC command rejects

If this light is red you have a problem with CDP communication!!!.

1) If HOSCfep and ERIS light are green, on HOSCfepGUI verifie
the ERIS status “ERIS—>Status” and during an LOS try to
reconnect it. If the problem persists call MARSHALL DATA on
RPI-OPS loop and tell that “Our connection to CDP is oft™

2) It ERIS light is red but HOSCfep is green restart ERIS
connection using HOSCfepGUI

3) If also HOSCfep light is red Restart HOSCfep service, close and
open HOSCfepGUI and Reconnect ERIS.

’—Last errt

—House keeping path
~Connections———————————————————————

576503 HK frame count

’—Last erri

During AOS check that the HK frame count number
increments (HK= House Keeping).

During an L.OS HK frame count will stop but the Custom data
packet count always increases 1.e. we are always receiving
CDP data from Marshall but during LOS they are empty frames.
Note: missing increase of these counter is equivalent to a RED

light on CDP connection.
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6.6) chd disp

CHD means Critical Health Data. These contain the “healthy™ information of AMS sub-detectors
and JBUX status (JBUX is the main buffer of AMS). They are not Science data but they are part of
the HKILR data. chd_disp is the software interface which shows you CHD status. It appears as a
running shell with colored letters (green, red, pink, black). Note: TBUX remain=0% does not
mean that there is no free space in JBUX!

Edit  Wiew Termunal  Help

1
1
1
1
15
1
1
L
1
1

Soft HB FC ID AL PS  HA HD MA WD LA LD DA DO T[]

In the lastline of the numing shell you can see:

sci-=jbuxhkh-=hoth : LEAD can
change the way we store and send files
from AMSE to ground. The nominal
condition iz Science data are stored in
JETTX while HEH are both send to the
HEDL and stored in the JBTIX

Hrdl sync: if green it means that ATC
is connected through HRDL to ANS

HBE = heartheat (increazes from 0 to 255 then starting again)

FC = command (shoid increase if there has been sent commands )
[0 = identifi cation number of the WD C (JWVDC-1 or IMDC-2)

Al =alartm

PS = power step
HO=high rate owner
LO=low rate

D= DAQ status (1 green=on, 0 red=off see next slide)

DO=DAQ owner

TWD=— Titne Multipl exzenD ermdtipl eszer

To start it use the link in
AMS FLIGTH Startup
folder or do:

chd_disp -m hosc

To quit it type: q

Itis also possible to reload only a range of CHD file with the command:

| chd_dip —path /Data’CHD/HKLR/CDP —f <IDfirstfile> -1 <IDlastFile> |

40
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6.7) Check the playback

Before every LOS the playback from JBUX must be stopped. The playback is usually stopped
automatically with a program based on OSTPV plan but LEAD can command it. You can monitor this

operation in the chd_disp Percent of space used on JBUX

If the playback is on you will see it green colored:

AP 106140205 1212121210 [2]: jbux: rematn=0% ready. inp out cra | DIGYDACKEONY

If the playback is off vou will see it red colored:
AP:1061402051212121210[2]: jbux: remain=0% rcady, inp out cra |

1) Check that it is off before the LOS

2) Check that it is on during AOS - _.':'.:..H.

rema 1A, Jouns 3 el 208 res

Prrel timesgbme

P wattealTil, ThighedT @ 400, US04
PISA mrr: a0 e, ! el el RigRenTedd, Limaste 17
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6.8) CMD RLP Mon & McastMon

CMD_RPL_Mon is a selection of the HOSCfep log file on the command to AMS
(CMD) and the Reply from the Payload (RPL). If there are commanding problems,
this is one of the first place to look into, to figure out what is happening

It is equivalent to perform:

| tail -f -n 500 /Data/log/HOSCfep_ams_current.log | grep “TAG”

CMO_APL Men mms ]

(2] e
&4 DFO) Dol AEET BET? 0000 1LAL DELA A30F GSE OBO1 300 JO2S GSA1 TLTL JEAD 064 OFUL OO AFEY BUAD 0600 1GAY DOLA A3OF BSN OBOD 300 2600 6461 TIND JE6D BDAL OFOD DOOX .|
ALEY 060 0000 1SM D014 APSF USEN 0B63 FED 700 GAS1 TIN) 2061 M6 OFDD S0CS ALEY AT G000 O700 0014 4TS USE OBGY GATY TOM MEh 7TM JEED GDGA OFOS G006 AIED WD &

) -
i1 3 0 N A0S MOC - 3 AP OT=bFOI0 = T-Lis1 o DC=FE2 OO0 SEES EICH 0000 1984 OOL4 £XW (588 0806 IO JO00 6461 TN 1063 606
AEEY BEYD D000 1SAR D014 LJ0F DABH DA DADO NI G461 TITE JPED EDG4 OFOL OOMD AEED BOAY D000 1AL 0014 AJ9F DLEE DOND 200 MOO 6461 TIX 206D EDE4 OFOD 00NN
0434 45 0868 0081 030 747D G463 7413 FUG) 64 N0 0605 ALE) FUTC 0000 OT0A GETH I GLBD 085 AT I 765 71T 1063 606k OF DS 06006 T3 00 8
W N G0OG GO0 A1 GGAS 0000 ATH GbG0 0000 G0SA LN (AT OGS (006 1088 GOBE (0N HGLS Go08 G006 (0F B Goh0 O0GE B3V BhoN G000 G0N (O A G0
T aEE3 S0 0000 OTOR D014 415 M DEGY AT TXID STLL 4C JER) 4064 GFOT DECD AEE3 274 0000 0000 DOOR AZLF USAS UEC 0D OOIE
EEET E7YH 0000 0000 DOOE LILF (SAS GEDE 0000 OOIF AEEY BETD 0000 0000 OO0E AVIF (RMS GRDF 0300 0OT) MEEY BOF1 0000 0000 OO0 LMIF (RA4 DI OMO1 DAY AEED SO0H 0000 0000 08
09 4T1F D145 0h) 6000 0% ALED B4 6000 0000 0008 IIF DS GAK. 0303 0037 AIE) S5 0000 0000 0008 4I1F S8AS OADY 6300 03 AIT) §I50 9000 9600 S66m LI1Y DAL DAA 0N

BF (LA 008 0300 00X AL ST 9000 SE00 0008 11 AL GRG0 DON A01) A4 0000 0000 008 LI LK LU nnenurlnwlenmul

Multicasting 1s a network “way  to share the same mformation (packets) with many
hosts. With Multicasting every host at POCC receives the same packet at the same
time. This guarantees data ordering and fewer bandwidth resources.

ATT: Check that this shell is running while data downlink is active

[ ]
File Edit Yiew JTerminal Help
scast: [P R WA=1FF DT=1FEED3 DC=266] 4EF8 BSEE EGCS CDOO 1411 5555 5555 BI85 6646 4100 B9O3 5555 .. 3555 5555 5555
mcast: [RF R WA=1FF OT=1FEEDD OC=266] 4FF8 BSEE EGCH 0015 OOAF 5555 5555 BIES 6645 4100 D903 5555 .. 5555 5555 5555
mcast: [AP R NA=1FF DT=1FEEQ3 DC-266] SOFS BSEE EGCT 6580 DO4A 5555 555 BIES 6645 4100 B9(3 5555 .. 5555 5555 5585
mcast: [RP R NA=1FF DT=1FEED3 DC-266) 51F8 BSEE EGCB DOD1 0000 5555 5555 BI85 6646 4100 B3 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF OT«1FEED3 DC=266) 52F8 BSEE E649 3605 0035 5555 5555 B1ES 6646 4100 G903 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT-1FEED3 DC-266) 53F8 BSEE EGCA BFOO EESB 5555 5555 BI85 6646 4100 B3 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEED3 DC=266) 54F8 BSEE E6CC D324 0600 5555 5555 BI85 6646 4100 B903 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEEDS DC=266) 55F8 BSEE EGCD D000 1DFA 5555 5555 BI85 6646 4100 B3 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEED3 DC=266) 56F8 BSEE EGCE D000 0000 5555 5555 BI85 6646 4100 B3 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEED3 DC=266) $7F8 BSEE EGCF FOOA 0800 5555 S555 B1AS 6646 4100 B03 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEEDS DC=266) 586F8 BSEE EGDO DIFF 0505 5555 5555 G185 6646 4100 B3 5555 .. 5555 5555 5555
mcast: [RP R WA=1FF DT=1FEED3 DC=266) 59F8 BSEE EGDL OF12 OTOA 5555 5555 B1AS 6646 4100 G903 5555 .. 5555 5555 5555
mcast: [RP R NA=1FF DT=1FEEDY DC=266] SAFS BSEE EGCS CDOO 1411 5555 5555 BIAS 6645 4100 B903 5555 .. 5555 5555 5585 42
mcast: [RP R WA=1FF DT=1FEEDS DC=266) SBF8 BSEE E6C6 D015 0058 5555 5555 B1AS 6646 4100 B3 5555 .. 5555 5555 5585
mcast: [RP R NA=1FF DT=1FEED3 DC=266) SCF8 BSEE EGCT 6980 0O4A 5555 5555 BIAS 6646 4100 B9O3 5555 .. 5555 5555 5585




7) HOSCfepRIC amslaptop

HOSCfepRIC is analogous to HOSCfep but it provides the interface to and from AMS —Laptop during
ISS operations (RIC= (Rack Interface Controller)).

With HOSCfepRIC we will receive at POCC the HKALC/CDP data.
HOSCfepRIC is active only on the main feplr (pecposp0) and it must be unique.

To check it, connect to pcposp0: | ssh data@pcposp0 | or use the link on Desktop

To Check if it is active type one of these commands:

ps aux | grep HOSCfepRIC
/shin/service HOSCfepRIC status

If it is active a line like this will appear:

fdatO/pocchome/pdennett/eAss. 1 6/scripts-gsc/. /hose/HOSCfepRIC --daemon --flight --instance amslaptop --ERIS
epvt20b 9209 --OurlP 137.138.204.201 --port 61012 --path /Data/FRAMES/HKALC/CDP --cdp feplr 8506 --cdpport
8507 --hoscport 8505 --GSEport 8508 --meast 224.0.0.24:61012:15:ethO

To start , stop and restart usc these commands:

/shin/service HOSCfepRIC stop
Isbin/service HOSCfepRIC start
Isbhin/service HOSCfepRIC restart

Do not stop HOSCfepRIC if it is running during AOS !!!!
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In the NEW LAPTOP FLIGHT folder on Desktop of pcpoc30 you will find these programs for
communications with AMS-laptop: o

(7] NEW LAFTOP.FLIGHT - Fils Srowaer
ALCcontrol = A monitor interface with the possibility to send commands ‘ * 2 B 8 &
CMD_RPL_Mon = A command and Replies monitor 5| [«][85 owe |[£8 oo |[memimronruens] & sox @ [wver
ddrs_sh_ams = Command line shell on laptop (Via AMS) — For Experts !-"' o e s o Lt s
ddrs_sh = Command line shell on laptop | oo seonee e s oo e
HOSCfepGUI = Main program interface to HOSCfep and ERIS e e
HOSCfepRIC = Old version of HOSCfep (only for experts) o o S s
HOSCMonitor = Monitor interface about connection with MSFC :*‘ﬂ: e e
McastMon = Multicasting monitor | ncoeam somner mwmms o8 mcosoec o sonesz meure
RICchd_disp = Laptop Critical Health Data (HKALC) monitor — -
They are the analogous of the AMS Flight Software for AMS-payload but they are used to communicate
with the Laptop ( ALC i.e. AMS Laptop Computer).
Use the same procedure as HOSCfep to start programs.
If the link to the folder is broken, the folder path is |
| /pocchome/data/eAss.amslaptop/scripts-gsc/LAPTOP-FLIGHT |

If HOSCfepRIC is running vou can start all these programs. If links in folder are broken do:
I /pocchome/data/eAss.amslaptop/scripts-gsc/AMSConfig.sh amslaptop <name of the program=> I
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NEW [APTOR-

7.2) HOSCfepRIC and its Monitors

On the top of HOSCfepMonitor you can see that it refers to HOSCfepRIC (feplr : 61012)

W ool

[P
F T

ALCcontrol

HOSCfepMonitor =

RICchd_disp

To open the independent Monitor of the connections, type: To erase counters: To disable and enable To quit :
| telsh ~/eAss/tcl/fepMon.tel -s feplr:61012 | Shif fommancng
telsh ~/eAss/tel/fepMon.tel -s feplr:6101 “Shift “+ ¢
I I 1 “Shift “+ d q
“Shift “+ ¢
ATT: HOSCfepRIC must be running, if not or if you have problems with HOSCfep vou will

probably have problems with HOSCfepRIC as well. Use the same procedure to restart it.

5

FLIGHT;

DDRS means Digital Data Recording System. Tt refers to
the AMS-laptop computer.

ddrs_sh is the direct software interface to AMS-laptop
(it works “like™ ssh).

‘When this program is running it looks as a normal (static)
shell where you can type standard Linux commands but
all in one row!

Two consecutive commands must be separated by “;”
For example :

cd /Data/FRAMES/HRDL; Is—al

In this shell you can't use “tab™!!!

To quit it just do |‘ctrI™c

7.3) ddrs_sh

Check the free space on disk by typing | date ; df —h /Data

There are no standard outputs this means that in case of
error (for wrong commands or file not found) no output
are given. If you have doubts, redirect the standard error on
standard output with the option 2>&1

Is —la /Data/FRAMES/HRDL 2>&1

Some commands take long time to get
the reply back: do not worry about
this. Just check on HOSCfepGUI log
or on CMD_RPL_Mon that your
command has been sent or rejected.
Note that if'a reply arrives during a
small ku-band handover, you can lose
the reply.

45

46




5

NEW LAPTOP-
FUGHT

7.4) ALCcontrol

®

In AL.Ccontrol is a monitor interface which gives yvou the
possibility to “casily” control and command AMS-laptop.
RIC Interface (RICShim)
RISschim is the laptop software

| ALControl - Laptop Ground Commander amslaptop. A=l
~RIC Interface (RICshim)
Cantrol Path Th Shell File Xf
HOSCfepRIC . Q-List . Py 52¢ Blocks 0 || File Xfer O
Heartbeat 205 | | uroLrep () s °5 Direction  To Laptep
Command Cnt 167 e 27E LstBlk 332
MuxiD 62 cPuU S8 Tot Blks °
Fan 3060 rpm
—HRDL Interface (usbHRDLfep)
—usbHRDL R Xemit Playback. Record
n,ught. Frames 147,456,447 | | Frames 423,430 | | Active O Frames 147,456,414
Rate ¥ Rate . File ID
Taight Q) 24.88 Mbps 0.03 Mbps | | geate \DLE 266934,
SeqErrs 55 | | Errors o (| Frames o || Disk Free 225 GB
CRC Errors 213 i <

Commanding | Playback | setup | Leg |

Sequelye Files | Command Line |

Empty-QLIst-HK.5eq
File-Cancel-Xfer.seq
File-Downlink-DDRS7101.seq
File-Uplink-DDRS7100.seq
Load-QList-HK.seq
ping-ALC-1.5eq
PIng-ALC-10.5eq
Ping-ALC-25.seq
ping-ALC-100.seq
ping-ALC-NA15-1.seq
ping-AMS-1.seq

Reboot.seq

O

Kl

which provides command,
housekeeping, and services
connection between the AMS-
Laptop and Express Rack 6

HRDL Interface(usbHRDL.fep)
Information about laptop
Connection. usbHRDI fep is the
software which provides interface
to the High Rate [Data Link
(HRDL) fiber optic system of ISS.

O

In the bottom of the control
there are some tabs with
additional features and

®

=5

RIEWP L0 L
GHT

sequences of commands that
you can send to AMS-laptop.
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7.4.1) ALCcontrol - RICshim

RIC Interface (RICshim)

ontrol Path Pr Ther Shell File Xfer
HOSCfepRIC . Q-List . cpPu 52¢ Blocks O || File Xfer O
Heartbeat 205 HRDLfep . Bricom 45k Direction To Laptop
Command Cnt 167 G 378 Lst Blk 332
MuxID 62 GPU - Tot Blks 0
Fan 3060 rpm

U

IfQ-list” is grey
you have to load it:
use bottom part of
the AL Ccontrol

If green the Connection is
established. The turn grey
when HOSCfep RIC is off

Information about
laptop hardware
status

File transfer To and From Laptop

(see uplink/downlink)

«Tot Blks» is the total number of blocks
to be transfer,

«Lst Blk» is the last block that has been

transferred. This count starts from 0 so it
will stop at «Tot Blks»-1.
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7.4.2) ALCcontrol — usbHRDIL fep interface

“HRDL Interface {usbHRDLfep)

Rcv (received) Information about
transmission coming to the laptop form
AMS (e.g. When JBUX playback iz on).
You can use this rate as double check on
HDRL rate. The number of errors here
reported are generated by AMS: Fmany per

usbHRDL. Rcv —Xmit —Playback: —Record
RxLight O Frames 147,456,447 | | Frames 423,430 | | Active O Frames 147,456,414
e @r Rate 24.88 Mbps | | Rate 0.03 Mbps | | giate \DLE | | File ID 266934
SeqErrs 55 Errors 0 i 0 Disk Free 225 GB
CRC Errors 213 File ID 0
| |
-4

Information about laptop
playback transmission

‘VV

minite, reportto LEAD and on elog

Xmit (transmitted)

Connection between laptop
and external (e.g. AMS or
ground)is enabled and
established. If gruy culi

expert .

NEW LAPTOP-
FLIGHT

Transmission from the laptop to
AMS or to ground (s ee laptop
Playback). During nominal

File recorded on laptop.
File ID= 266934 means

| directory 0266 and 934 is the last file
recorded on laptop.
Disk Free is not the real free space on
laptop. To have the correct one check it
trough ddr: sh by typing “df —h /Data”

conditions laptop sends empty
frames to AMS (rate 0.03Mpbs) to
maintain a clean connection. 49

7.4.3) ALCcontrol — Commanding Tab

List of commands that perform some operations on laptop

.Commandlng] Playback | Setup | Log |

Sequekqe Fllesw Command I.Ine]

Empty-QList-HK.seq
File<Cancel-Xfer.seq
File-Downlink-DDRS7101.seq
File-Uplink-DDRS7100.seq
Load-QList-HK.seq
ping-ALC-1.seq
ping-ALC-10.seq
ping-ALC-25.seq
ping-ALC-100.seq
ping-ALC-NA15-1.seq
Ping-AMS-1.seq

Reboot.seq

| FEperemrome o)

4 Execute

Terminate

File-Downlink-DDRS7101 = Transfer file DDRS7101
from laptop to ERO (see downlink)
File-Uplink-DDRS7100 = Transfer file DDRS700
from ER6 to Laptop (see uplink)

These are sequences used to downlink and uplink files
or programs in ALC. This operations are normally
scheduled in the NASA operation Plan (see OSTPV
section). Check when we have our window to do this
work. For details see “DATAprocedures.pdf” manual

Select the function (single click) and pres Execute: it takes few seconds to accept the command

Reboot.seq (see “DATAprocedures.pdf” manual) does the ALC rebooting sequence .
ATT: do not execute this unless you really need it.
ping-ALC-"number”.seq sends a“number” of Pings to ALC. ATT: ifthe ALCcontrol doesn't seem to
be updated you can send a ping to ALC.
Load-Qlist-HK.seq If connection with laptop is broken and restarted to have the HKALC you have to
execute Load-Qlist-HK .geq This can happen for example after rebooting of laptop.
(see “DATAprocedures.pdf” manual).

50
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8 7.4.4) ALCcontrol — Laptop Playback

Data stored on laptop could be send at Erath trough a procedure called «laptop Playback» thisis a
nominal operation that we can ask to DMC.

A ST R T Each file transmitted to Earth is divided in
UsbHROL ) Xmit z frames. This counter have to increase while
RxLight Frames 147,670,859 | | Frames 423,710 || Active -

'h:nght=F Rate 24.97 Mbps | | Rate 0.03 Mbps | | grare O transmitting. Note that at Earth files are

:::Esm 55 || Errors 0 || Frames IDL: stored with different ID (i.e the number of
o — File I 9 the directories and of the files are different).

.Cnmmndlnnl Playba:kl Sztup] Lpnl

Enter Start and End File ID in the form
ID==<#folder==#file= e.g. File 938 in folder 266
End File 1D 5 has file ID 266938
[l

Piayback an] Generate Dm]

| Select Files With O+RX Permissions Only

Transmit Rate 27 Mbps R w
u g After click, wait: it
. _ . takes few seconds to
R= to read the rate of transmission W= to set (write) the
e .. accept the command
which is set on the laptop transmission rate to the laptop ‘
PLAY CONTINUE PAUSE sSTOP ABORT
g L4 A\ 4 L4
Play = start Playback Details of the laptop Playback
Continue = restore the playback after a Pause Procedure could be found in
Pause = pause the playback at the end of frame transmitting the DATAProcedures.pdf
Stop = stop the playback at the end of the file transmitting
Abort = to stop Playback, could not be resumed 51

8) AMS-Laptop Nominal Operations - EHSweb

Our Nominal Operations on AMS-Laptop are :

« Laptop File Uplink (usually scheduled on Tuesday around 14:00-15:00)

* Laptop File Downlink (usually scheduled on Tuesday and Friday 16:00-17:00)
These operations are scheduled in the OSTPV on the NASA LAB/NODE and S-BD
sections. Always check on OSTPYV if during vou shift there are these operations:

* Playback from Laptop (to be requested when needed)

| The Uplink is PRO-AMS FILE-CMD
The Downlink is PRO-AMS FILE D/L-CMD
The Playback is AMS-LAPTOP DNLK-CMD

J
L ;

To perform Uplink and Downlink activities you have to use PIMS directory trough the
NASA EHS access. This is done using a program that yvou can find on the Windows Virtual
Machine on pcpoc3 1, by double clicking on “EHS web™ icon.

The complete procedures are reported in “DATA procedures.pdf” file

To start the Windows Virtual Machine on pcpoc31

“Applications ” 2 “System Tools”>"VMware Player™

When Windows starts you have to press “Ctlr™+"Alt"+"Del™ and insert
user and password .

52



8.1) Laptop File Uplink & Downlink

ISS

Uplink
r — =— p Express C—> AMS-
DATA | Rack 6 Laptop

ALCcontrol

CERN |€———>»! MSFC |q= = =
PIMS Downlink

Uplink: This is a PRO operation that allows us to «upload» one file to AMS Laptop (e.g. new software):
this is usually scheduled once per week, but sometimes the software developers don’t have any file to
uplink. In this case the DATA shifter have to build a test file to uplink instead.

# Once the file is ready, using the EHS web access on pcpoc31 Windows Virtual Machine, vou have to
load it in PIMS directory at MSFC at least one hour before the schedule time, and inform PRO that
file is ready.

» When PRO completes the uplink you have to retrieve the file from the Express Mass Unit which is the
ISS-laptop (EMU also called Express Rack 6) to AMS Laptop using the function in ALControl on
pecpoc30

Downlink: is the same in the opposite direction. We usually downlink logs file from laptop for debugging

purpose.

The complete procedures are reported in “DATAprocedures.pdf” 53

8.2)AMS-Laptop APS configuration

The Connection between AMS-pavload . AMS-Laptop and ground are managed by DMC, under the
POD supervision. The possible connections are included in a standard document called

| SOP 6.16 AMS-APS configuration |

Usually there is a printed copy with the complete list of configurations on the DATA position
desktop. You can also find the electronic version at hitps://amsvobox04.cern.ch/elog/OCR/4

Depending of the activity to perform you have to ask DMC to modify the AMS-APS configuration

These are the most commonly used configurations: Configuration Foxtrot is used during Playback
from laptop

Configuration Alpha is the nominal one
F. AMS Configuration 6, Alternate Payvload and Laptop

A. AMS Configuration 1, Laptop Connected Downlink
AMS APS AMS AMS APS AMS
L/T < L/T

AMS send data both to the ground and to laptop:
Laptop send data or Commands to Payload AMS sends data both to the ground and to laptop;
Laptop sends data to the ground

APS is the Automated Pavload Switch, that
controls cable connections on the ISS

n
&
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9) Off-Nominal Operations

Off Nominal Operations are specific procedures, that are not usually performed during normal
shift. They require the presence of an expert.
Examples of Off-nominal Operations are :

Send file from Laptop to AMS
Reboot AMS-Laptop

Reboot AMS via Laptop
AMSfep Exchange

' OFF-nominal Procedures are reported in DATAprocedures.pdf file
| or at this URL http://ams.cern.ch/AMS/DAQ/AMS-Flight-SOP.pdf

ALL Off-Nominal Operations have to be performed with LEAD permission and with the
approval of the Expert.

55

10) Monitor: JBUX-M

This is a graphical interface of the files stored in JBUX. This information are taken from the Critical
Health Data (CHD) that arrive at POCC through CDP (HKLR).
The JBUX files are expressed in MB as a function of time.

From a local (pcpoc3() machine type :
JBUX-M
It will read the files stored in /Data/BLOCKS/HKLR/CDP

Click on «Directory» cvcle on all possible path;
Click «L» to find the last file in the Directory

The «right arrow» load the selected file as the first to
= : | plot. Left click on «read» update each minute the plot
-1 i adding point from new coming file
- . Click on «scale» and «time scale» change the Y and X
| scale of the showed plot
| i " Other textual information about JBUX occupancy
oo i bopsrs could be find in chd_disp and running jmdc_mon
08 it ; g O on the main felpr
om — at lines -> [TAG=C10] JBUX Pointer
: T 2 I Since data buffered in JBUX are also used by sub-
-1 ; e : detectors monitors, it is recommended to keep
7 e GG i A . B £ i JBUX as empty as possible. Concur with LEAD a

| L o ]

strategy about it (e.g. increasing the bandwidth if
necessary) 56



10.1) Monitor: jmdc_mon & jmsg

JMDC is the J-crate Main DAQ Computer (DAQ= Data Acquisition) of AMS.

To run it, type jmde_mon
To stop it, type in the running shell: q
To have some info type on a new shell: jmde_mon ?

ATT: the JBUX 1s automatically erased.
ATT: Some errors in the JBUX memory
flash, may be underlined in red. Check
not to be many.

jmdc_mon is the software monitoring interface to JIMDC. This gives information about the
number of blocks (here called file ) that are stored in JBUX ready to be transferred and their size
expressed in bytes (out=xxxxx(fi1le="number” size="number”’k/M/GB)). You have also
information on the number of blocks that have been erased (in this case it 1s called “d”) Ex:
era=xxxxx(d="number”)) . Each block contains 64 frames.

The Path of block data is /Data/BLOCKS/HKLR/CDP.

This program is stored in /pocchome/common/bin

— _ jmsg contains informations of AMS activity
e S related to GMT time . In case of errors check if
o & e s - there is a correlation between AMS activity/DAQ
: e e e 14 and these errors.

: ke oz 2 e B To start it use link on AMS FLIGHT Startup

57

10.2) Error Example in chd disp & jmdc _mon

Jmdc_mon

AMS instrument calibration is performed twice each ISS orbit { when we cross East Equator and
West the Equator). During calibration the DAQ is stopped and we will see in the chd disp that DA
is O red. This operation lasts less than two minutes.

If DA is 0 (red) for a longer time it means that the DAQ is not running. Check if there are errors
also in jmde_mon and jmsg.

For example if you see something related to DAQ as:

[E] daq auto calibration: Normal calibration is Failed on node 1CS
[E]DAQ procedure status: error: step=3 sub=4 TDR. 7-03

it means that something went wrong with TDR (Tracker Data Reduction)
Inform LEAD of the error.
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10.3) Examples of emptying and filling-up rates

If you want to know how long it would take to download all frames stored in JBUX you have to
consider that the nominal downlink rate (ku-band) does not correspond to the rate of emptying of
the buffer because AMS constantly acquires data.

1 frame = 4080 bytes (1 byte (B)= 8 bits)

1 frame = 0.03264Mbits

In the yjmdc_mon you have to take the number of files at two consecutive times (“out” in
previous slide) multiply it by the number of frames and divide by the corresponding time
interval:
d0=53377*%64 t0=48:02=48*60+2 sec=2882 sec
d1=53583%64 t1=49:19=49*60+19 sec=2959 sec
Dd=d1-d0=13184  Dt=t1-t0=77
Dd/dt= 171.2 frames/sec = 5.59 Mbps this is the effective emptving rate
T=d1*(Dd/dt)=20031 sec which is about 5 hour and an half

If you want to know the rate of the filling-up of the JBUX you make:

in pepospO:

— ¢d /home/ams/testDT/count/logs/

If you view the data_SCI_ALL.log you can see the size of the data transfered day by day. You
can divide the size of the file by the number of seconds in a day.

With a size of 160000 MB, the rate is about of 15 Mbits/s;

If we consider a rate of 50% LOS and 50% AOS, the total band for not increasing the JBUX used
space is about of 30 Mbits/s.

With a size of 100000 MB, the rate is about of 9.3 Mbits/s;

If we consider a rate of 50% LOS and 50% AOS, the total band for not increasing the JBUX used
space is about of 18.6 Mbits/s.

13) Recovering Procedures

In this section you will find the procedures to perform in case of main programs crash or computer

freeze. If you have to stop HOSCfep/RIC or PDSSfep2 you have to perform it during an LOS.

If you don’t feel like to perform these operations alone ask to the “expert on call” to supervise

your work.
IN ANY CASE INFORM LEAD ABOUT THE PROBLEM

KEEP CALM
and
FOLLOW THE PROCEDURE

If there is not a procedure for your problem or if it does not work call the expert on call.
Explain the situation and tell:

Your name

The name of the monitor where you see the error (e.g. HOSCfepGUI, PDSSfepMonitor)
The tvpe of error (red light, error message)

The states of other monitors

B W=

At the end write on elog and send an email to ams-data@cern.ch with the explanation of
the error and if you have fixed it the procedure to solve it.
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13.1) How to restart HOSCfep/RIC

Use this procedure during an LOS

1) Inform LEAD that vou have to restart HOSCfep or HOSCfepRIC

2) Connect to the main feplr using the icon feplr on desktop or by | ssh data@peposp0
3) Check if HOSCfep/RIC is still running

 /sbin/service HOSCfep status | l /sbin/service HOSCfepRIC status ‘
3b)if it is active stop the service
| /sbin/service HOSCfep stop | | Isbin/service HOSCfepRIC stop ‘

4) Start the service
| /sbin/service HOSCfep start

‘ /shin/service HOSCfepRIC start ‘

5) Check if the service is running
/sbin/service HOSCfep status ‘ /sbin/service HOSCfepRIC status ‘

6) Close and open again HOSCfepGUI . then reconnect ERIS

ERIS -> Connect |
7) Close and restart the following programs using the current startup directory (if vou don’t find such

directory go to next page):

| Chd_disp - HOSCMonitor - jmsg - | RICChd_disp - HOSCMonitor -
| McastMon - jmdc_mon - JBUX-M | ddrs_sh - McastMon - ALCControl

8) Check on HOSCfepGUI and HOSCfepMonitor that all lights related to AMS POCC and Housekeeping

path are green
61

13.2) How to restart programs related to HOSCfep/RIC

To restart the programs you can use the current startup directory on desktop

=5

n.s-a'

A

AMS FLIGHT

& MNEW LAPTOP-
Startup

FLIGHT

If you dont find the current startup directory you can use these commands via shell

/pocchome/data/eAss.ams/scripts-gsc/AMS Config.sh ams HOSClep GUI
/pocchome/data/eAss.ams/scripts-gsc/AMS Config.sh ams CMD RPL Mon
/pocchome/data/eAss.ams/scripts-gsc/ANS Config.sh ams chd disp
/pocchome/data/eAss.ams/scripts-gsc/AMS Config.sh ams HOSCMonitor
/pocchome/data/eAss.ams/scripts-gsc/ANMS Config.sh ams McastMon
/pocchome/data/eAss.ams/scripts-gsc/AMS Config.sh ams jmsg

/pocchome/d ata/eAss.amslaptop/scripts-gsc/AMSConfig.sh amslaptop HOS ClepGUI
/pocchome/data/eAss.amslaptop/scripts-gsc/AMS Conlig.sh amslaptop CMD RPL. Mon
/pocchome/data/eAss.amslaptop/scripts-gsc/AMSConfig.sh amslaptop ALCcontrol
/pocchome/d ata/eAss.amslaptop/scripts-gsc/AMSConfig.sh amslaptop ddrs sh
/pocchome/data/eAss.amslaptop/scripts-gsc/AMSConfig.sh amslaptop HOS CMonitor
/pocchome/d ata/e Ass.amslaptop/scripts-gsc/AMSConfig.sh amslaptop McastMon

/pocchome/d ata/e Ass.amslaptop/scripts-gsc/AMSConlig.sh amslaptop RICchd disp 62




13.3) How to restart PDSSfep2

l ATT If this does not work , contact the on call expert.

Use this procedure during an LOS
1) Inform LEAD that you have to restart PDSSfep2
2) Connect to the pegse3X machine where yvou have to restart PDSSfep2

Use the icon with the name of the machine or via terminal execute e.g. : ssh ams@pcgseSX

3) Check if the service is running service PDSSfep2 status ‘

4) If it is running restart the process | service PDSSfep2 restart ‘

5) [If it is not running start the process
| service PDSSfep2 start |

6) Verify on PDSSfep2 Monitor that the connection is again established

telsh ~/eAss/tel/fepMon.tel —s pegse5X:61013
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13.4) How to Recover if the Computer Freezes
HOSCfep runs on pcposp0. If your pc turns off or freezes do not worry ,
HOSCfep/fepRIC will continue to run so you will not lose data.
(@

1) Inform LEAD about your computer :i:eczi:::@:)t::poﬁﬂ
2) On another machine LEAD should do: it p
3) For AMS-flight restart these programs

| HOSCfepGUI - McastMon - chd_disp - HOSCMonitor - CMD_RPL_Mon - jmsg |
4) For AMS-laptop restart these programs

| HOSCfepGUI - McastMon - RICchd_disp - HOSCMonitor - CMD_RPL_Mon - ddrs_sh |
5) For PDSSfep2 restart the monitor : ‘ AMSfepMon ‘
6) Restart bbfip monitor: ‘ bbftpMon ‘
7) Open JBUX and JMDC monitors ! JBUX-M jmde_mon ‘




14) DATA Check List

This section explaing how to fill in the Check List: |

DATA Checklist

e Bt o weith the GMT time o 0 i)

In Top Letft side ingert GMT day and time of you shift and you
name. Right side Date and shift from-to in Local time

1) Check every hour during AOS, that the main programs are

HOSCRp

running and updated .

In the first line fill in the GMT time in which

HOSCEpRIC

you have performed the check.

POSSRR2

Uplink
Sy
Flaryhack

3. Seq asd CRC ERRORS in BOSCRg®IC

5, AMS-Lapiop opesstines | chock if any ssad report in elog

R ——

2y Lostdata? check if Yes or No.
Remember that many sequence and CRC errors mean lost data .

3) Seqand CRC ERRORS in HOSCfep/RIC

At the beginning of you shift erage all counters of HOSCfep
and HOSCfepRIC . To do it press in the
monitor of connection for AMS and for Laptop.

If it is not active, to open it do:

For AMS

| tclsh ~/eAss/tcl/fepMon.icl -s feplr:61010 |

For Laptop:

| telsh ~/eAss/tcl/fepMon.tcl -s feplr:61012 |

At the end of the shift enter total number of Sequence and CRC
errors for HKLR. and HKALC 65
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RO gl

HiCH

HEEFR

HELE

Uiplisk

[ S—y
Playback

& DESKS OCCUPANCY dhack if mars thes X%

Rapn amy oty

4) Seq and CRC ERRORS in PDSSfep2
At the beginning of you shift erase all counters of PDSfep2

For all the 4 machines. To do it press in the
PDSSfep2 monitors.

At the end of the shift enter total number of Sequence and CRC
errors for HKHR, SCIBPB, HKBPB

(if the AM Sfers show different counts, use the prime one)

5) AMS-Laptop operations : check if any and report in elog
check if during your shift there has been a Laptop operation
Uplink, Downlink or Plavback. Follow DATAprodecures.pdf
Check if it was concluded successfully or not.

Always report in elog what yvou have done during the operation.

6) DISKS OCCUPANCY check if more than X%
Always check free space of ALL disks. To do it connect to them

and type I date ; df -h /Data ]

If the Use% is greater than the one written in check-list

fill in the number of % and to recover do:

6.1) For Laptop use the Laptop Cleanup

procedure in DATAprodecures.pdf and reenter the correct %
after cleaning. Ask an expert if you are not used to do it.

6.2) For AMSfeps check that pakkuman is active. If not ask

an expert and send email to ams-dataa cern.ch
66



14.2) DATA Check List

DATA Checklist
(AT = iy bt & - Locsl T
o .

TR SR

If the Use% is greater than the one written in check-list

fill in the number of % and to recover do:
6.3) For all feplrs send an email to:

Pavel (Pavel Goglov(@cern.ch)

Sasha (Alexandre.Eline(@cern.ch)

and ams-data@cern.ch

i Report in elog everything (not only anomalies!! ) \

https://amsvobox04.cern.ch/elog/DATA/

Try to arrive 15 minutes before your shift
and remember....

DONT PANIC W tdr,

S 4

-
— 1

Enjoy the shift! e T

ACRONYMS

ACC... Anti Coincidence Counters
ASP... Automated Payload Switch
CDP ...Costumed Data packet
DAQ... Data Acquisition System
DR... Data Reduction

ECAL... Electromagnetic Calorimeter

EDR ... ECAL-DR
EHS... Enhanced HOSC System

EHIS... EHS Remote Interface System

GMT... Greenwich Meridian Time
GPS... Global Position System
GRS.... Ground Recording System
LVIDR ... Levlel Trigger-DR

MDM. .. Multiplex/De-Multiplex
PDSS ... Payload Data Service System
PLMDM ...Payload MDM

RDR... RICH-DR

RIC ... Rack Interface Controller

SDR... TOF and ACC-DR

TDR.... Tracker DR

TOF.... Time Of Flight

TRD... Transition Radiator Detector
TT ... Tracker Temperature

UDR... TRD-DR

UTC ...Coordinated Universal Time

RICH. ... Ring Imaging Cerenkov detector
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