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A Fast Branch and Bound Based Algorithm for
Bandwidth Allocation and QoS Routing on
Class-based IP Networks
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Abstract  We present a bandwidth allocation scheme offering optimal solutions for the network
optimization problem. The bandwidth allocation policy in class-based networks can be defined
by utility functions. This scheme is formulated as a mixed-integer nonlinear programming maodel,
preparing a database identifving suitable end-to-end paths upon each connection request. A fast
branch and bound algorithm is proposed for solving the opfimization problem,

Keywords bandwidth allocation; (QoS routing; branch and bound algorithm

1 Introduction

We deal with the problem of dimensioning bandwidth for elastic data apphications n
packet-switched communication networks. Each network user is allowed to request more
than one type of service, and users’ satisfaction is summarized by means of their utility
functions. We focus on allocating resources and finding a routing scheme on All-IP com-
munication networks. An approach is presented for the bandwidth allocation problem
and QoS routing in All-TP networks, offering multiple services to users. The objective
of the optimization problem is to determine the amount of required bandwidth for each
class to maximize the sum of the users’ satisfaction. These operational processes are in-
volved in the efficient set-up and usage of a network. Three main components of these
processes are designed for which links to develop to meet certain connectivity require-
ments, determining how much capacity to put on the links to serve all traffic demands,
and choosing which paths to use for the various traffic streams to meet demand without
violating capacity restrictions on links.

2 Network Management Schemes

Consider a directed network topology G = (V. [E), where V and E denote the set of
nodes and the set of links in the network respectively. The maximal possible link capacity
15 U on each Iink ¢ € E. Suppose, [or each hink e, there is a mean delay £ related to the



link’s speed, propagation delay, and maximal transfer unit. Suppose there is the link cost
K. for using one unit bandwidth.

There are m different QoS classes of connections in the network. Let I = {1,....m}
be an index set consists of m different QoS classes. A small example with m = 3 from
|9] is shown in Fig. 1. The specific QoS requirements, for each class 4, include minimal
bandwidth requirement b, and maximal end-to-end delay constraint D,. We denote the
total number of connections, for each class 7, by K. Let J,, for eachclass i, be an index set
which consists of K, connections, that is, [, = {1,...,K,}. All connections are delivered
between the same source o and destination ¢ in this (core) network. Every connection, in
the same class 4, is allocated the same bandwidth 8, and has the same QoS requirement.

Under a limited available budget B, we plan to allocate the bandwidth in order to
provide each class with maximal possible QoS and determine the optimal end-to-end path
under guaranteed service. Decision variable 6, represents the bandwidth allocated to each
connection in class i, and binary variable y, ,(e) determines whether the link e 1s chosen
for connection j in class 7.

Bandwidth sharing in a network is frequently evaluated in terms of a utility function
[4]. [6). [7] etc. The utility of a connection (user) in class 7, f,(6,), is assumed to be
an increasing concave function of its bandwidth 6;,. The utility function f;(8,) can be
formulated as

fi(6:) = log 6, (1)

as itroduced by Kelly etal. [6]. Our goal is to maximize the total utility of all competing
classes. The utility maximization model is formulated as follows [10]:

Max EW, £(8) @)
b z E Z Ke 91%1.1{‘?) <B 3)
ecRi€l jel,

ZZQL.J("}‘?UQ. Veck (4)

el el
Tecn O (e) +Xocn by () <D0,V jel, icl ©)
0 >b.Viel (6)
Y ri=1Vjel,iel 0]
Y xser= 3 pulehVveV.Vjel icl @)
zxr‘.r(e}=]=vj€.¥;,f€]l )

e€Fy

6,>0,Vicl (10)
xey=0orl,.VeeR Vjel, i€l 1)

where w; € (0.1} 1s the weight assigned to each class i and ¥ .y w; = 1. Since pages are
limited, proofs of the following results are skipped and will be provided for requests.

Theorem 1. The network management scheme is NP-hard.



3 A Fast Branch and Bound Algorithm

The relaxation model of the network management scheme is formulated as follows:

Max 3w £(8)
% constraints (3) — (10)
0<yMe)<1.VeeE Vjel,. i€l (12)

where w, € (0,1) 1s the weight assigned to each class i and ¥,.yw, = 1. The relaxation
constraints (12) are obtained by dropping the integer constraint on (11) in the network
management scheme,

Let £ ={0.x,(e)lj€l.i€l.ecE} bethe set of all feasible solutions to Relax-
ation Model. The fast branch and bound algorithm branches by fixing the fractional deci-
sion variable 0 < ¥, ;(e} < 1. Branch and bound searches stop when every solution in f
has been branched or terminated. The incumbent solution at any stage in a search of a dis-
crete model is the best feasible solution known so far. We denote the incumbent solution
X = {8 ¥, (e)|¥i € 1., i €l. e € E} and its objective function value f ZietW f{ﬂ ¥
Moreover, we denote the Lagrangian dual value of the incumbent solution X by f;. Ifall
the solutions have been either branched or fathom, then the final incumbent solution is the
optimum. The following is the fast branch and bound algorithm, which is implemented to
solve the network management scheme.

Subprogram 1: (Path Search Algorithm)

Step 1. Compute the incidence matrix of given network topology G = (V. [E). Proceed
to Step 2.

Step 2. Find all candidates of end-to-end paths from the incidence matrix. Proceed to
Step 3.

Step 3. Set up the set of all end-to-end paths P = {y(e)| ¥.cx, x(e) = 13,0z, x(e) =
LE, cuin X (€) = oguge xle).x (e)=00r1, ¥e e E}, and calculate the cardinal
number |P|. Then the procedure stops, and go to Subprogram 2.

From the output of Subprogram 1, P, the network management scheme can be simpli-
fied to Model 2:

Max Z\P £(8)

s L. consu'amts (3)—(6)
piy=1{x,le)ve EE:.} cePVjel,Viel
6>0.Viel

Subprogram 2:

Step 1. (Relaxation.) Solve the relaxation of the network management scheme, Relax-
ation Model. Let /* =¥, -y w, /)" be the optimal value of Relaxation Model. Proceed
to Step 2. _

Step 2. (Initialization.) Setf= 0Oand ¢ > 0. Put the initial solution X = {q“___xJ”J (e)|6° =

bi,x)(e)=x(e), Vi€l i€l,ecE}, and =¥, w £(8°). Proceed to Step 3.



Step 3. (Branching.) Setf ¢ £+ 1, and select one solution X* = {0/, x/ (e)|j €€ L. i€
I.e € E} € F. Choose a connection (a pair of indices) (7. j)* € T % I, whose x;'u, (e),
¢ € [€ 15 a [ractional part of the solution X! node, then create |P| new active nodes
and select one different candidate p’ J= {x(e)|¥ e € E} € F for each new active
node. Addthem into f andupdate T x J, « I = [, \ (4, /)'. Proceed to Step 4.

Step 4. (Termination by Bound.) If ¥, . w,£(6/) < fothenset f « f \{X'} andgoto
Step 6. Otherwise, proceed to Step 5. .

Step 5. (Termination by Solving.) If ¥, c;w.£.(67) > fand {x (e)j€ 1, i€l ec E}
are integer solutions, then update f ¢ ¥, cow fi(67), X ¢ X', f « £\ {X'}. and
proceed to Step 6. Otherwise, go to Step 3.

Step 6. (Optimal Criteria.) If / =0 or |f— f*| < € or | f— f;| < €. then the procedure
stops. The incumbent solution X is called the e-optimal solution. Otherwise, go to
Step 3.

Theorem 2. Model 2 is equivalent to the original model.

For positive integer n, let f, be the objective function value of the s-th incumbent
solution in the above fast branch and bound algorithm. Then, for this utility maximization
model, {f.} is an increasing sequence.

Theorem 3. The sequence {f,} of objective function values of incumbent solutions is
increasing.

Theorem 4. The sequence of objective function values of nodes for each consecutive
branch in the fast branch and bound algorithm is decreasing.

Theorem 5. The complexity of the fast branch and bound algorithm in the worst case is
o( HPIZ“: k1),

The complexity of this algorithm is much better than that of original utility maximiza-
tion model, which is O(2 ki),

4 Numerical Results

Consider a sample network (as Fig. 1 shows) taken from [9], where ¥V ={node o, node
1.....noded} and E = {e;, k=1.2....,20} denote the set of nodes and the set of links in
the network respectively. Each connection is delivered from source node o to destination
node . There are three different QoS classes, where class 1 has the highest prionty and
class 3 has the lowest priority. Every connection in class i, for i = 1,2,3, has the same
bandwidth requirement by = 160 (Mbps), b> = 80 (Mbps), b3 = 25 (Mbps) mean packet
size gy = 35 (Mb), @z = 16.6 (Mb), ¢z = 12.5 (Mb), and maximal end-to-end delay
constraint Dy = 0.89 (millisecond), D3 = 1.02 (millisecond), D3 = 2.34 (millisecond).

Under the total available budget B = $2. 000,000, we plan to allocate the bandwidths
in order to provide each class with maximal utility (1). Table 1 provides a database (an
optimal solution) for given parameters (K,.K>.K3) = (80,120,150} and (wy.wa.w3) =
(0.6.0.3.0.1). In Table 1, the column of Optimal Paths p’s shows the paths selected
in the network management scheme. The path flow 8, is the aggregate bandwidth of
connections through path p in class i, The number of connections (in each class) on
some paths 15 also determined. By the computation of (5), we list the maximal ene-to-end



delay D(p) along the path p for each class. We conclude numerical results of several test
problems n Table 2. Optimal objective value, bandwidth allocation and CPU time are
listed in Table 2 to compare those results solved by GAMS and by the fast branch and
bound algorithm. We find that it takes less time by the fast branch and bound algorithm
than by GAMS when the network (size) is large. In the case of (|V|,|E|) = (20,43), the
(optimal) solution obtained by the fast branch and bound algorithm 1s better than that by
GAMS.

5 Conclusions

We present an approach for the bandwidth allocation and QoS routing in All-IP net-
works. Solving the network management scheme by the fast branch and bound algorithm,
we can find the optimal bandwidth allocation on the network under a limited available
budget. Our approach is executed in advance and its purpose is to precompute solution-
s as a database for later usage, which selects one of the solutions by performing a few
additional computations when connections arrive.
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Figure 1: A network architecture
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Table 2: Comparisen of numerical results with GAMS and Fast B&B Algorithm

GAMS Fast B&B Algonithm
Test Problem | Optimal Value | Bandwidth Allocation | CPU Time | Optimal Value | Bandwidth Allocation | CPU Time
(I?’I,IIC%I) £ (0y,0,.04) (se¢) £ (01.0;.05) (sec)
7,

(9,15) 1.584 (500, 250, B3.3) 0.92 1.584 (500, 250, 83.3) 1.83
(11.20) 1.169 (375, 187.5, 62.5) 3.18 1.169 (375, 187.5, 62.5) 4.15
(13.26) 1.169 (375, 187.5, 62.5) 4.40 1.169 (375, 187.5,62.5) 2.99
(20,43) 0.795 (265.3, 152.7, 68.9) 16.93 0.847 (300, 150, 50) 9.03
(30,55)
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