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內容摘要：（二百至三百字）

世界核能發電協會（WANO）東京中心自96.06.06~96.06.21期間對日本九州電力公司玄海核能電廠執行定期性之同業評估，包含組織與管理、運轉、維護、工程支援、輻射防護、經驗回饋等六項領域，評估員分別徵調自WANO東京中心之同業評估組、日本、台灣、韓國、美國及德國之核能電廠。

受限於WANO同業評估之保密規定，本報告僅擇列了玄海電廠經評定為優良典範而足供本公司供鏡之項目，待改善之缺失項目在獲得受評電廠同意前無法公開。WANO同業評估正式展開前，須先研讀受評電廠最近幾年之營運資料，預先擬出評估之觀察計畫；本次14天之同業評估正式展開後，首先全隊分組對玄海電廠所有廠房執行1.5天之廠務檢查，並開出400餘張白卡(缺失項目) ，然後各評估員再參酌電廠最近一週預定將執行之偵測試驗、維護保養、相關之討論會及前述之缺失項目等修改各自之觀察計畫，儘量多觀察電廠員工/包商在執行其日常工作時之行為表現來發掘電廠作業之優良典範及缺失，並對每一觀察工作整理成一觀察報告，最後再應用黃卡標示法(Yellow Sticky Method)及問題推演表(Problem Development Sheet)兩種邏輯化之工具，將各種觀察到之行為表現缺失歸納整理成缺失改進建議(Area For Improvement)。
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1. 目的
世界核能發電協會(World Associations of Nuclear Operators,以下簡稱為WANO)對其各電力公司會員之核能電廠每六年均執行一次同業評估，評估團隊由WANO各中心專任之評估人員及其它核能電廠派遣之人員共同組成。本次任務即為應WANO東京中心Takashi Shoji局長之邀，由台電派員參加東京中心對日本九州電力公司玄海核能電廠一、二號機計畫性之同業評估，參與項目為組織與管理之評估，以期能深入了解核能電廠評估之技巧並擇優引進玄海電廠之優良典範供本公司核能部門仿效。本次行程，在日本(含出國往返機票)之一切費用均由WANO東京中心及玄海電廠負責。
2. 過程

2.1 玄海核能電廠簡介

玄海核能電廠位於日本九州佐賀縣玄海町，共有四部機，為九州最大之核能電廠，其營運績效良好，尤其是三號機自商轉以來運轉十年餘之間從無任何跳機及強迫降載損失之記錄，更是令人敬佩。
                一號機    二號機    三號機    四號機
額定熱功率MWth    1650      1650      3423      3423

額定發電量MWe      559       559      1180      1180

蒸汽產生器數量     2迴路    2迴路     4迴路    4迴路

商轉起始(民國年)   64.10    70.03      83.03     86.07

2.2 本次同業評估之過程

本次同業評估工作連同去程/回程之交通時間共20天，其時程安排茲予概述如下︰
日期           起迄地點             工作內容                     

0603           台灣-日本東京        去程，前往東京中心報到

0604~0605      東京                 同業評估程序複習訓練及任務說明

0606~0621      東京-九州唐津        轉往玄海電廠執行同業評估

0622           日本福岡-台灣        回程

完整之WANO同業評估係對受評核能電廠之下列項目做全面之分組評估﹕

組織與管理(Organization and Administration, OA)

    OR   Organizational Effectiveness

    SC   Safety Culture

    HU   Human Performance

    SE   Self-Evaluation (Learning Organization)

    IS   Industrial Safety

運轉(Operations, OP)

    OP   Operation Functions

    PS   Plant Status and Configuration Control

維護(Maintenance, MA)

    MA   Maintenance Functions
    WM   Work Management

工程支援(Engineering, ES)
    EN   Engineering Support Functions

    EQ   Equipment Performance and Condition

輻射防護(Radiological Protection, RP)
    RP   Radiological Protection Functions

運轉經驗回饋(Operating Experience, OE)
    OE   Operating Experience Functions

化學(Chemistry, CY)
    CY   Chemistry Functions

訓練(Training, TQ)

    TQ   Training and Qualification Functions

消防保護(Fire Protection, FP)
    FP   Fire Protection Functions

緊急計畫(Emergency Preparedness, EP)
    EP   Emergency Preparedness Functions

本次同業評估經WANO東京中心與九州電力公司協商討論後選擇了OA、OP、MA、ES、RP、OE等六項為範圍，前四項各有二位評估員(一位東京中心專任之評估員及一位邀自其它核能電廠之評估員) ，後二項各有一位評估員，但RP項目另外多邀請了一位大陸田灣核能電廠的輻防主管做觀察員。
WANO為執行同業評估，特發展編擬了指引文件 ”WANO Performance Objectives and Criteria”， 更針對上述各評估領域編擬了細則之指引文件，例如How To Review Organization and Administration、 How To Review Operation…（參考文件1~10）等等，供各評估員以國際核電同業間最高之標準來衡量受評電廠之績效，而非僅以是否符合受評電廠自己的標準做為衡量準則，以期各電廠均能朝同業間之最高績效目標邁進，確保核能營運之安全性及可靠性。
WANO同業評估之保密政策為評估報告僅分送給受評之核能電廠/電力公司、主辦評估之WANO區域中心及WANO倫敦總協調中心，其餘未徵得受評核能電廠/電力公司同意之單位均受限無法看到，就連評估員也不許可向其自己所屬的電力公司透露或討論相關之資訊，惟一的例外是可參考引用受評電廠獲評為優良典範(Strength)之項目。
本報告為符合上述之保密規定，無法列敘討論本次玄海核能電廠優良典範以外之事項，僅能就WANO同業評估之程序做心得報告說明。

3. 心得
3.1 WANO同業評估程序
WANO之同業評估係聚焦於電廠員工執行其日常工作之專業性，而非電廠之營運管理計畫有多好。本次同業評估始於玄海電廠在正式受評之前三個月即應WANO要求寄送一份資料給各個評估員，說明其組織架構、近幾年之營運狀況、大修工作、重大改善、殘存問題、自我評估…等之結果，WANO東京中心並曾二次派遣專人赴玄海電廠做先期查訪(一次於平時正常運轉時、一次於大修時) ，此二份先期之觀察報告同樣亦傳送給各評估員審視參考修改擬定各自之觀察及評估計劃。
正式評估開始後之最初二天為各評估員依分派之廠房範圍執行全面性之廠務狀況(Housekeeping)檢查，全隊總共開出400餘項缺失。各評估員再參酌發現之所有廠務缺失及一週內電廠預定將執行之偵測試驗、維護保養、系統討論、肇因分析、相關之會議…等等訂出各自接下來之工作觀察計畫，儘可能多觀察電廠員工/包商之作業活動，每一次觀察結果都要寫成觀察報告，然後將全隊觀察收集到的各種行為表現/事實(Observed Facts)與國際同業間的最佳績效標準相互比對，自其中歸納推論出該電廠之優良典範(Strength)及待改善之缺失(Areas For Improvement, AFI)。
欲自各種觀察到的作業缺失中歸納出對受評電廠建議之AFI項目， WANO發展了二種邏輯化的工具：
(a) 黃卡標示法(Yellow Sticky Method)

· 收集全隊觀察到之相關缺失，一項缺失寫在一張黃卡上，例如下例：
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· 依各項缺失之性質加以組合分類

· 對各類之缺失評估是否有各自之基本問題點(Fundamental Overall Problem, FOB)

同一缺失性質之黃卡數量愈多，愈表示此種缺失可能即為受評電廠同一基本問題點所造成。

 (b) 問題點推演表(Problem Development Sheet, PDS)
     PDS之格式如附錄A所示，主要包括觀察收集到之缺失實例、績效缺失之敘述、缺失所造成之後果、造成此缺失在作業程序面、管理面、訓練各層面或其它更進一步原因之探討說明。
 實務上，黃卡標示法及問題點推演表搭配使用更能幫助評估員將眾多的缺失事

例歸納成少數幾項共同之基本問題點。

對受評電廠之改善建議格式如附錄B所示，主要含期望之績效敘述、推演出之基本問題點及觀察到之缺失佐證實例、直接原因、缺失形成之肇因及建議之改進方案。AFI與PDS間之相關性極大，如附錄C所示，可見PDS確係推論出AFI不可或缺之工具。

電廠員工行為表現之缺失常伴隨有組織安全文化、人員行為績效、自我評估、工

業安全、設備組態及構型管理、工作管控、設備運轉績效及維修管理等各層面之

問題，故各組評估員在觀察到有跨領域(Cross-Functional)之問題時，須知會他
組評估員予以追蹤做進一步之了解。

3.2 玄海核能電廠之優良典範
WANO對受評核能電廠有具體成效，且為其它多數核能電廠尚未推行之做法方予以列入優良典範項目（Strength），此部份之資訊不僅無保密之規定，反鼓勵其它同業做經驗回饋交流，本次同玄海電廠之同業評估團隊推薦了下列可供本公司參考之優良典範：
（a）運轉（OP）
於輻射污染及噪音區採用特殊可隔離噪音之無線免持式電話，可避免污染擴散，並兼顧資訊正確傳送之需求。（參考型號IWATSU DigixΠ）
（b）機組狀態及構型管理（PS）

設備隔離掛卡可於電腦上叫出P&ID圖，直接在螢幕上觸控點選隔離邊界，紅卡即可自動列印出來。自動作業方式可免除人工輸入可能造成之錯誤，掛卡效率並可大幅提昇。
（c）工程支援（ES）

電廠主管每個月均會同長期包商之設備專家，對機組之系統及組件執行一次系統性之查檢，充分利用長期包商之專長人力，並可提昇包商對電廠之認同感（Ownership）。
（d）組織與管理（OA）

· 主動積極地推動主要設備之更新/改善，對提升營運之可靠度及安全性有極佳之成效；已更新之主要設備含：

反應爐蓋、爐心上/下部內組件、蒸汽產生器、主發電機定子重繞/轉子更新、低壓汽機、主冷凝器、主變壓器/輔助變壓器、高壓電傳輸設備、主控制室所有控制盤。
其中尤以主控制室所有控制盤之同時更新工作在同業間更屬創見，全部13000餘條電纜線事先均查對清楚，予以標示，配合新設計路徑重拉設、重接線等之工作量可想像出有多鉅大；新盤面上之儀器佈置參酌機組之運轉組態（穩定功率運轉、啟動、停機）予以重新設計，不必像以往須分散到各個面去操作，並為求人因工程之改善而大量引用了CRT顯示運轉數據，簡化了不少盤面。
· 長期一貫地引進改良之運轉策略，含：

飼水加鋅、二次側高PH水質、反應爐壓力槽內壁執行Water Jet Peening 防止腐蝕、測壁厚/換管之標準提高為5年內會薄化至最低厚度要求者。
· 成立子公司長期承攬電廠之維護、輻防、廢料處理…等之日常及大修工作，除隨時可供應電廠極為可靠之支援人力外，更因這些包商人員對電廠之向心力極強，對設備運轉績效關注的自主性極高。

4. 建議事項

4.1 AFI之改善追踪
WANO之同業評估有其固定之模式及程序，基本上是以觀察到之電廠人員的行為/作業缺失來推演成AFI改進建議，已稍說明於第3節，但對每一核能電廠仍然會將其上一次（六年前）接受同業評估之AFI項目列入追查，了解電廠之管理制度及自我評估機制是否充分發揮自我改進之成效。若經過了相連二次同業評估之六年期間，原AFI之缺失仍同樣存在，則此AFI很可能就會被提昇為組織及管理績效不彰之層次。本公司核二廠將於96年12月接受WANO之同業評估，核能部門應即督導核二廠重新檢視上次所有之AFI項目，確定各改善工作均已完成或已列入改善計劃依序執行中。
4.2 同業評估近期關切之事項
另WANO近期之同業評估還有兩項必列為追查之重點，一為各廠對Significant Operating Experience Report（SOER）建議之執行的落實性，一為緊急柴油發電機定期運轉測試方式之核對。

因各SOER均適用於所有型式之核能電廠，更由於SOER內容涵蓋層面之廣泛及深入，WANO至今僅發行了八份SOER，分列如後。

1998-1 Safety Sys Status Control 

1999-1 Loss of Grid

2001-1 Unplanned Radiation Exposures
2002-1 Severe Weather
2002-2 Emergency Power Reliability

2003-1 Power Transformer Reliability
2003-2 Reactor Vessel Head Degradation at Davis-Besse
2004-1 Managing Core Design Change

WANO對各SOER除有建議改善措施外，另對各SOER還發行了How To Review SOER XXXX-X（詳參考文件11~18）之核對指引，討論各項建議之Scope/Intent、Basis、Review Guidelines、Suggested Questions and Techniques，內容非常詳細，也是評估員用於追查受評電廠回饋落實性之依據。因各How To Review SOER XXXX-X之原文相當長，謹將其具體之追查項目列表整理如附錄D各附檔，可方便核一、二、三廠查閱，核對電廠目前應對措施之符合性。
緊急柴油發電機定期測試方式成為WANO關切點之原因，在於其啟動之測試方式可能與設計緊急供電之方式不同。有些核能電廠因考慮快速啟動緊急柴油機可能會刮損氣缸之內壁，故先以Turning Gear馬達慢速迴轉5~10分鐘（有些電廠並無turning Gear之設計），再以Starting Air 將柴油機Rolling 5~10分鐘，慢速迴轉及Rolling期間並做氣缸之排氣，最後才正式啟動、加速、併聯、加載。
WANO認為這些Pre-conditioning動作與緊急柴油機在接到啟動信號時直接快速啟動供電到緊要滙流排之設計方式完全不同，這種測試方式無法真正驗證柴油機緊急啟動之能力，且慢速迴轉及Rolling期間柴油機應屬不可用，這些電廠對其柴油機不可用率之統計並不確實；更甚者，日本有些核電廠有每三天即迴轉一次柴油機並做氣缸排氣之預防保養措施，WANO完全不鼓勵此種頻繁使柴油機不可用之行為。
本公司各核能廠應核對其柴油機之測試程序，確認其方式與柴油機設計自動緊急快速啟動之方式完全相同，以確保安全滙流排供電之可靠性。

4.3 長期維護包商制度之推行

眾所週知日本核能電廠有原製造廠做後盾，諸如三菱、東芝、日立…等大公司在設計、維護、設備更新各方面均能對電廠提供強力之支援；但實務面上更能提供電廠穩定人力支援的反是一、二十家在電廠的年度長期包商，他們提供了電廠平時及大修時實際執行維護、測試、輻防、化學…等各項工作的主要人力；其中又以各電廠所屬電力公司一定會轉投資所成立之一家子公司規模最大，所支援之人力最可靠，且因屬電廠（電力公司）之子公司及採長期合約，這些包商的員工對電廠之認同感很高，除可積極培訓提昇包商員工之專業能力外，更可強化其將電廠設備可靠度及營運績效視為自己責任的榮譽感。本次同業評估團隊中之德、美、韓成員均極認同日本核電廠此種由其子公司承做長期維護工作之做法，特將之列為優良典範。 
本公司若亦能仿效成立人力派遣子公司承攬各核能電廠之維護工作，應亦能發揮前述之正面作用，且電廠退休之績優員工也可直接轉到此子公司繼續工作，更能確保電廠設備維護之專業性及完整性；惟各電廠如何與此子公司建立不中斷之長期合約，在本公司未民營化前仍有待尋求突破之道。
4.4 重大設備更新改善之強力推動
   玄海電廠一、二號機商轉只比核三廠早幾年，但其重大設備更新改善之步調卻遠比核三廠快了許多。日本之核能電廠因受限於其國內法規，目前尚無法和美國一樣做功率提昇，故設備更新之誘因比較小，但玄海電廠及九州電力之管理階層不斷展現其系統性推行設備更新改善之決心和努力，使設備之可靠度得以確保，營運之績效亦得以充分發揮。

核三廠目前正規劃要更新反應器壓力槽爐蓋、蒸汽產生器及高壓汽機，同時將執行諸多安全與非安全儀控系統之數位化更新，雖然本公司因無法充分反映成本致有虧損，且這些改善所需之投資並不低，但因設備之更新改善確為維持核能營運可靠性及安全性不可或缺之要項，核能部門及總處均應以較積極之眼光來支持這些改善案。
參考文件
1. How To Review Organization and Administration WANO, Aug. 2001
2. How To Review Operation, WANO, Aug. 2001
3. How To Review Maintenance, WANO, Aug. 2001

4. How To Review Engineering Support, WANO, Aug. 2001

5. How To Review Cross-Functional Areas（Safety Culture ,Human Performance, Self Evaluation, Plant Status and Configuration Control ）, WANO, Aug. 2001  

6. How To Review Operating Experience , WANO, June 2004
7. How To Review Radiological Protection , WANO, Aug. 2001

8. How To Review Chemistry, WANO, Apr. 2001

9. How To Review Training and Qualification, WANO, Aug. 2001

10. How To Review Fire Protection, WANO, Aug. 2001
11. How To Review WANO SOER 1998-1“Safety System Status Control”, WANO, 2004

12. How To Review WANO SOER 1999-1 “Loss of Grid and The 2004 Addendum”, WANO, Apr. 2005

13. How To Review WANO SOER 2001-1 “Severe Weather”, WANO, 2004 

14. How To Review WANO SOER 2002-1 “Unplanned Radiation Exposure”, WANO, 2004

15. How To Review WANO SOER 2002-2 “Emergency Power Reliability”, WANO, 2004
16. How To Review WANO SOER 2003-1 “Power Transformer Reliability”, WANO, 2004

17. How To Review WANO SOER 2003-2 “Reactor Pressure Vessel Degradation at Davis-Besse Nuclear Power Station”, WANO, 2004
18. How To Review WANO SOER 2004-1 “Managing Core Design Changes”, WANO, 2004
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附錄D  各SOER建議事項之符合性核對表
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SOER 2002-2              SOER 2003-1

SOER 2003-2              SOER 2004-1

（紙版無附表，詳細內容請參閱電子檔報告）

	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result


Appropriate ties and controls to multiple status control procedures such as line-ups and equipment clearance procedure


5.
Verify plant management reviews post outage restoration requirements.

	6.
Review plant operating history for events involving weaknesses in adequacy or the understanding of workers regarding safety system status controls.  

7.
Ask operations personnel, "Who is responsible for safety system operability?"  Many operations departments voluntarily give up “operational control” during outages and may be unsure when they regained ownership.  This is a contributor to status control weaknesses.


	

	1998-1
	Safety System Status Control
	1.b.
	
	Verify that clear procedure guidance has been developed and implemented for post-maintenance testing of safety systems to ensure that these 

systems are operable and meet design requirements following

maintenance activities.
	1. Review the process for developing and reviewing post-maintenance testing requirements.  Verify the following:

NOTE: Section VI.C.9 in WANO GL 2001-03, “Guidelines for the Conduct of Maintenance at Nuclear Power Plants,” provides additional information and guidance on post-maintenance and post-modification test requirements.

a. The process provides sufficient guidance to ensure the original deficiency was corrected and any new deficiencies introduced as a result of the maintenance are identified.  Procedural guidance, checklists, matrixes, or other similar compilations may accomplish this.  The key elements of such guidance should be descriptions of tests to be considered, based upon the component affected and the type of maintenance performed.

b. The process incorporates an operations input and review when necessary to ensure the affected component can operate under normal system conditions after maintenance is completed.  While operations need not be involved in the development of post-maintenance testing requirements, they should be reviewing such requirements prior to the initiation of work to ensure operability concerns are addressed.  Such reviews should be occurring far enough in advance of work to avoid adverse schedule impact.  Additionally, operations should be reviewing work packages after maintenance is completed to identify any additional post-maintenance requirements necessitated by a change in work scope or problem diagnosis.

c. The process incorporates an engineering input and review when appropriate to identify any special testing required to ensure the affected component is capable of performing its design functions.  Most maintenance will typically not require an engineering review, but maintenance, such as that involving design changes and components covered by ASME or ANSI codes or In-Service Testing (IST) requirements, may require special testing.  If associated testing requirements are not covered in a procedure or approved technical document, engineering reviews should be performed to ensure required tests are identified.

2. Review guidance material for determining post-maintenance testing requirements.  This material should have been reviewed by maintenance, operations, and engineering.  Determine if guidance is sufficiently detailed and reasonable, and if it is extensive enough to cover most components and repair activities.  Additionally, determine if guidance covers or refers to system operability concerns after maintenance.  In particular, through questioning of planners and operations personnel, determine if post-maintenance testing of safety systems is performed whenever motive power and/or control functions have been disabled to support system maintenance.

3. Review the process for tracking outstanding post-maintenance testing that can not be performed immediately after maintenance to ensure they are adequately identified, scheduled as appropriate, and tracked to completion.  This process is especially important during plant outages when conditions may not support required testing and such testing must be deferred till later.

4. Review plant events and in-house deficiency reports to identify problems potentially related to inadequate post-maintenance testing.  Determine, where possible, whether problems are related to process deficiencies or individual performance shortcomings.  If a sufficient number of performance problems exist, the recommendation should be left open even if the process is considered satisfactory.

5. Review a sample of work packages on safety-related equipment to determine if the specified post-maintenance testing appears reasonable and complete for component operability and functionality and overall system operation.  The extent and need of this review should be based upon the number of potential problems noted in the process and in station event reviews.

Interview personnel involved in the specification and review of post-maintenance testing (planners, operations, and engineering) and determine if they understand the process and can satisfactorily respond to expected situations.  For example, what type of testing might be specified for work on a valve actuator versus the valve itself or work on electrical components such as relays and circuit breakers.  The extent and need of these interviews should be based upon potential problems noted in the process and in station event reviews

	

	1998-1
	Safety System Status Control
	1.b
	
	Verify that clear procedure guidance has been developed and implemented for post-maintenance testing of safety systems to ensure that these systems are operable and meet design requirements following maintenance activities – Concerning guidance for post-maintenance testing of safety systems, consider both component functionality and overall system design and operability testing requirements.  For example, this guidance should require post-maintenance operability testing of safety systems whenever motive power and /or control functions have been disabled to support system maintenance.
	1. Review station response provided in pre-evaluation information.  

2. Review the plant experience report and selected condition reports to determine if events have occurred involving weaknesses in adequacy of post-maintenance testing.  Request that the station provide a sort of condition reports in this area, if possible, for ease of review.

3. Based on the above review, obtain selected procedures for review.  Review the procedures to identify that guidance is provided for the following:

· Component functionality and operability testing, as well as system operability, are addressed.

· Testing of isolation boundaries used during the maintenance is appropriately considered.

· Responsibility for the identification of post-maintenance testing is clearly identified.

4. During general interviews with engineers, planners, and operators, determine their understanding of the responsibilities for identifying and defining post-maintenance and operability testing. 

5. If it appears there may be some problems, review selected corrective maintenance work packages and procedures to ensure post-maintenance testing requirements are appropriately addressed.  

6. Review recent post-maintenance tests conducted for high-voltage breakers for safety-related equipment when used as an isolation boundary.  Some stations conduct full system operability test that will verify motive power and breaker operation.  Other stations simply verify correct local and control room indications without cycling the breaker.  Depending on the situation, either may be appropriate if properly considered by the station.  In general, the expectation should be to test proper breaker cycling if the breaker was racked out or if fuses were pulled.

7. Spot-check if there are plant design limitations that prevent sufficient post-maintenance tests.  For example major pumps that do not have full flow test capability.  Some stations have had to install full flow test capability on some pumps to ensure operability.  Other examples of potential design deficiencies are in-line valves that can not be full flow tested.  Instead of full flow testing, other methods, such as position indication, may be acceptable depending on the situation.  To determine if acceptable, stations should consider such issues as application of the valve in the system and potential for generic problems for the type of valve, such as stem/disk separation.

8. Review specific procedure controls for special tests.  All procedures for the conduct of special tests, as well as changes to these procedures (including procedures to test plant modifications, as appropriate) should be prepared and reviewed by person with the necessary technical expertise.  This applies to tests and temporary modifications on balance-of-plant systems that might affect plant safety.  Ensure that such test procedures include the following:

a. Clearly defined purpose, scope and applicability

b. Detailed prerequisites and initial conditions for the overall test each subsection where appropriate

c. Appropriate warnings, cautions, and notes located before the applicable action step

d. Descriptions of expected plant response

e. Specific guidance when to abort the test and how to do so, particularly if the specified test condition cannot be met or unexpected plant response occurs

f. Provision for returning the plant to normal or shutdown conditions

g. Verification of performance of special test equipment before initiating the test

h. Safety analysis, if appropriate, including reactor engineering review for tests having potential for affecting reactivity

i. Formal management approval of the test procedure (as noted in 1.a. above)

j. Provision for making modifications to or deviations from the test procedure 

9. Coordinate with operations, maintenance, and training reviewers in reviewing this recommendation.


	

	1998-1
	Safety System Status Control
	1.c.
	
	Verify that clear procedure guidance has been developed and implemented for the review of outage schedules, particularly changes to these schedules to identify activities that may affect safety system operability


	1. Review the process for development and initial review of outage schedules to ensure it adequately addresses the sequencing of outage activities needed to restore and maintain safety system operability.  Schedules that contain attributes such as activity logic ties, predecessor and successor activities, system and outage windows, and discrete activities (such as system restoration and post-maintenance testing) are evidence of a satisfactory program.  Therefore, review upcoming outage schedules (or past schedules if upcoming schedules have not been sufficiently defined or completed) to determine if they contain sufficient detail and controls.  Interview responsible personnel in the outage scheduling organization to determine how they ensure adequate sequencing in the performance of this review.

2. Ensure outage schedules receive a multidiscipline review that incorporates operations and engineering input.  This input should include a focus on safety evaluations of expected configurations and appropriate controls needed to ensure systems are restored to an operable condition prior to subsequent maintenance, testing, or other outage activity.  Reviews of applicable procedures and administrative guidance, and interviews with individuals involved with outage preparations, can help determine if sufficient guidance on roles and responsibilities exist and if individuals understand and are satisfactorily meeting their responsibilities.  Additionally, schedules that have been satisfactorily evaluated for risk should be annotated accordingly to reflect those evaluations.  This may be done by actions such as color codes that denote low and high risk configurations or schedule notes that identify such things as high risk conditions, acceptable and unacceptable configurations, and contingency actions where appropriate.

3. Review the process for changing the schedule, both prior to and during an outage, to ensure it incorporates similar approaches to maintaining safety system operability as those described above.  An outage change process that incorporates multidiscipline and plant management reviews, as well as requiring an evaluation of safety impact, would meet the intent of this recommendation.  A review of outage change requests from the most recent outage and personnel interviews can provide documentary evidence that the process is being implemented satisfactorily.

Review plant events, in-house deviation reports, and past outage summaries to determine if previous problems with outage scheduling resulting in unexpected and unacceptable safety system configurations have occurred.  If there has been a past problem, determine what corrective actions have been taken and whether they have been effective in reducing the repeat occurrence of previously identified problems.  It is also appropriate to subjectively assess the adequacy of the corrective actions, based upon judgment and experience.  However, this should not be used as the basis for reviewing the recommendation unless there is either plant or industry experience to indicate that the actions are insufficient.
	

	1998-1
	Safety System Status Control
	2a
	
	Establish and communicate to plant workers clear management policy and guidance that address the potentially unfavorable effects of outage schedule pressure on shift crews

	Determine if there are clearly defined management expectations that address the effects of outage schedule pressure on plant personnel including operating crews, maintenance and engineering personnel.  These expectations are typically in written policy statements or guiding principles. Additionally, determine if senior managers personally address operating crews prior to outages to reinforce their expectations for avoiding unnecessary haste during outage activities.

2.
Review a recent outage schedule (including forced outage schedule) to determine if operational time is allocated to perform system restoration, status verifications, and testing.  If possible, review a previous outage schedule and outage critique to determine if schedule changes fully considered system restoration time and did not adversely reduce the time allocated to verify system status.

3.
Determine through interviews, what action management has taken to:

· minimize distractions in the control room 

· manage multiple system restoration and testing assignments 

· measure and monitor activities in the control room to ensure unnecessary haste in response to schedule pressure

4.
Interview plant personnel to determine if adequate time is allocated to perform system status verification and testing.  

5.
If the unit is in an outage, then perform control room observations to verity there no distractions from excessive overlapping or simultaneous evolutions.  Reviewers should appropriately plan their control room observations to include periods of heavy activity, as well as sufficient backshift coverage.

6.
Review events to determine whether schedule pressure and haste are considered as potential contributors in the event analysis.

7.
Does management increase monitoring of control room activities during periods of numerous concurrent activities, such as during outages?  Are line managers assigned to shift in order to provide management coverage during important activities?  Integral with this management oversight, is monitoring for potentially adverse effects of schedule pressure on the operating crews performed and mitigated when it is identified?

8. Interview outage planners and schedulers to determine if they incorporate time to perform operational activities, such as testing and system restoration, into planning and scheduling.  Does operations provide input into this process?


	

	1998-1
	Safety System Status Control
	2b
	
	Establish and communicate to plant workers clear management policy and guidance that address the use of and adherence to procedures and administrative processes that control outage testing and post-outage safety system restoration to operable status

	1.
Determine through interviews with operators and procedure reviews, if management has established and communicated expectations for procedure use and adherence during outage testing and post-outage safety system restoration.  These expectations are typically in written administrative procedures or policy statements and often specifically define appropriate levels of procedure use depending on the particular task. 

2.
Determine what authorization is required to deviate from an approved testing schedule.  Are the same levels of approval for deviations equivalent to initial level of approval?

3.
Is the guidance for schedule deviations from testing and system restoration require the same level of risk analysis the original schedule obtained?

4.
Is there clear guidance on what steps must be taken to make a change to a testing or safety system restoration schedule?  Is it understood why these steps are taken?

5.
Is there clear guidance on what actions should be taken if it is determined that safety system testing and restoration can not be completed as scheduled?


	

	1998-1
	Safety System Status Control
	3
	Kim
	Provide initial and continuing training for appropriate plant personnel on safety system status control.  This training should ensure appropriate workers understand and can implement procedure requirements described in recommendation 1.  Additionally, this training should address and reinforce plant management's expectations for managing schedule pressure and for procedure and administrative process adherence described in recommendation 2.
	a. Training for operators, technical staff, and managers covers the importance of procedure adherence as well as the importance of maintaining the plant within the design basis for operations.  This training should emphasize these points as related to bypassing safety systems or interlocks.
b. Initial and continuing training is provided on the policy regarding the use of and adherence to technical procedures.

c. Initial and continuing training is provided on the elements of self-verification to personnel involved with operation, maintenance, or testing activities. Include the principles, techniques, and expectations for the use of self-verification, reinforced by the lessons learned from in-house and industry operating experience.
	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	1999-1
	Loss of Grid 2004 Addendum
	1A
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

Planning for plant safety system maintenance and testing activities that could affect electrical supply diversity is coordinated with the grid maintenance and testing activities to prevent inadvertent reduction in nuclear plant defence-in-depth.
	Review the minutes of grid interface meetings to identify and understand coordination problems.
Who is the station interface with the grid operator how they are informed of planned grid and switchyard work?

How are operators notified of important grid or switchyard work?

How do operators confirm current grid conditions before removing emergency power systems or other important systems (eg steam-driven auxiliary feedwater pumps) out of service?

What kind of communication takes place when access to the switchyard is requested?

How is grid or switchyard work incorporated into the work planning process to evaluate plant risk?


	

	1999-1
	Loss of Grid 2004 Addendum
	1B
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

Plant operators are provided early warning from the grid operator of potential or developing grid instabilities.
	Review the minutes of meetings with grid operators and plant event reports for issues concerning grid instability.

How does the plant organisation react to rapidly change power in response to a pending change on the grid? Has this intended response been communicated to the grid operator?

How susceptible is the plant to grid problems?

How do operators normally receive grid instability warnings from the grid operator?

Is sufficient time is available to respond to grid instability warnings?

Are grid instability warnings frequent occurrences?


	

	1999-1
	Loss of Grid 2004 Addendum
	1C
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

Grid operators are apprised of the unique plant operating restrictions and requirements associated with operation of nuclear power plants with respect to nuclear safety.


	How do operators communicate special requirements to grid operators such as ultimate heat sink temperature limitations?

How do station personnel communicate load ramp rate restrictions or other power change restrictions to the grid operator?

What are some examples where grid operators either aware or unaware of the unique plant requirements?


	

	1999-1
	Loss of Grid 2004 Addendum
	1D
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

The nuclear unit is clearly recognised as an important load (customer) from a nuclear safety perspective. This relationship should be reflected in grid operator load-shedding schemes.


	What are the operator actions when asked to reduce power by the load dispatcher?

What is the priority to the nuclear plant based on the load shedding agreement with the grid operator?

Are there other nuclear plants on the grid also factored into the plan?

What does site management know about load shedding and restoration of off-site power?

Has station management reviewed the restoration or black start procedures to verify the plans can be implemented effectively?


	

	1999-1
	Loss of Grid 2004 Addendum
	1E
	
	Establish appropriate interfaces between nuclear power plant and grid operators such that:

The responsibility (ownership) for grid equipment maintenance is clearly defined between the plant and the grid operator.


	Interview personnel in work control, operations, and engineering to determine the ownership of grid and switchyard equipment.

Observe operator rounds inside the switchyard to determine the physical condition of the equipment and operator understanding of ownership and responsibilities for maintenance of equipment.

Review procedures and drawings to identify if any have been modified to identify equipment ownership.


	

	1999-1
	Loss of Grid 2004 Addendum
	1F
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

Binding agreements exist between the plant and the associated grid operators to identify and communicate their responsibilities. These agreements should identify off-site power requirements and the importance of meeting these requirements and recognise that nuclear plants have high priority when restoring power. In addition, these agreements should specify the following:

· Protocols (communication and coordination) for restoration of off-site power to the nuclear plant on a priority basis

· Switchyard maintenance and design change implementation practices necessary to ensure reliable off-site power

· Review of design changes to the plant switchyard(s) prior to implementation

· Timely notification to the nuclear plant when grid stability analysis changes indicate the potential for more severe switchyard or plant equipment service conditions during grid transients


	Interview the station individual who interfaces with the grid operators.

What interfaces have been established to communicate plant status to the grid operator in the event of a loss of off-site power?

How will the station be informed of the priority to be given to restoring power in the event of a loss of off-site power?

What design or maintenance activities are being implemented by the grid operator to ensure reliability of off-site power sources?

What is the station’s role in reviewing grid design changes that might affect the reliability of off-site power sources?

What operating experience has the station had with the grid operator providing information regarding the potential for severe switchyard conditions during anticipated grid transients?


	

	1999-1
	Loss of Grid 2004 Addendum
	1G
	
	Establish appropriate interfaces between nuclear power plants and grid operators such that:

Establish specific points of accountability to provide effective monitoring and oversight over all grid, switchyard and plant activities that potentially affect off-site power.


	Interview the site vice president, plant manager, operations manager, and engineering manager to determine their level of monitoring of agreement activities.
Review station event reports to determine whether any problems have been identified in the interactions between the grid and plant operators.

Review station audits or self-assessments to gauge the effectiveness of the agreement.

Interview operators about problems interfacing with the grid operator.

Determining overall recommendation 1 status

Based upon the results of the actions for each part of the recommendation, the peer reviewer should make a determination if the intent of recommendation 1 has been met. All seven aspects of recommendation 1 need to be reviewed and the peer reviewer must determine if the intent of the recommendation has been satisfied. If any one of the aspect is not satisfactorily implemented the entire recommendation may be considered as not satisfactorily implemented.
	

	1999-1
	Loss of Grid 2004 Addendum
	2A
	
	Review adequacy of procedures for loss or degradation of the electrical grid to ensure that:

Actions to be taken in the event of grid instability and voltage degradation are specified, including criteria for pre-emptively placing safety systems on emergency power supplies and for conservatively placing the plant in a safe operating or shutdown condition when significant threats to grid stability exist.

Procedures clearly describe contingency actions when operators determine or are notified by the grid operator that predicted off-site voltage levels during post-trip conditions are insufficient.
	Review annunciator response procedures for low and loss of voltage on safety-related buses. Verify specific guidance exist for these responses.

How are operators notified of a grid instability condition?

What are the operator actions for grid instability?


	

	1999-1
	Loss of Grid 2004 Addendum
	2B
	
	Review adequacy of procedures for loss or degradation of the electrical grid to ensure that:

Clear guidance exists for manual configuration of electrical buses when automatic bus transfers fail to actuate or when manual alignment of emergency power is necessary.


	Observe simulator scenarios that include a loss of grid or grid instability.

What procedures are used to manually align emergency power sources following a grid disturbance?

	

	1999-1
	Loss of Grid 2004 Addendum
	2C
	
	Review adequacy of procedures for loss or degradation of the electrical grid to ensure that:

Operating procedure guidance reflects the importance of timely resetting (rearming) of safety system electrical sequencing equipment following the return to grid power


	How and under what plant conditions would operators manually reset (rearm) electrical load sequence logic or controls?

What specific actions must operators do to reset the electrical load sequence logic or controls?

Is the resetting of the electrical load sequence logic or controls included in the initial and continuing training programmes?


	

	1999-1
	Loss of Grid 2004 Addendum
	2D
	
	Review adequacy of procedures for loss or degradation of the electrical grid to ensure that:

Management expectations clearly communicate that, following a loss of grid that involves a plant transient or trip, the operating crew's immediate focus should be on stabilising the plant in a safe condition rather than on rapidly returning the plant to power operation


	Review actual loss of off-site power events at the station to determine if the station’s response meets the intent of the recommendation.

Observe operator actions during simulator scenarios that include a loss of grid or loss of off-site power.


	

	1999-1
	Loss of Grid 2004 Addendum
	3A
	
	Verify that plant and switchyard high-voltage grid distribution equipment for which the plant is responsible is fully incorporated into the plant preventive maintenance programme.

Review and provide oversight of preventive maintenance programmes for plant switchyard equipment owned by the plant and other organisations to ensure these programmes support reliable off-site power to the plant.
	Review management observations of switchyard maintenance.

Do maintenance mangers and supervisors periodically observe switchyard work?


	

	1999-1
	Loss of Grid 2004 Addendum
	3B
	
	Verify that plant and switchyard high-voltage grid distribution equipment for which the plant is responsible is fully incorporated into the plant preventive maintenance programme.

Ensure that main generator voltage regulators, governor controls and load tap changers are in the plant preventive maintenance programme and that the equipment configuration and associated setpoints are maintained consistent with grid operator analyses.

	Review preventive maintenance work documents for selected switchyard equipment.

How is the status of the automatic voltage regulator (AVR) routinely communicated to the grid operator?

	

	1999-1
	Loss of Grid 2004 Addendum
	4
	
	Review trip setpoints for safety-related components to determine if degraded grid voltage may result in unanticipated component trips prior to emergency power source automatic actuation. Identify and implement corrective measures for vulnerabilities discovered by this review.

Periodically review, confirm and update the grid reliability and stability design assumptions to ensure they remain valid following changes or modifications to the plant and to the grid. The review should include the following, as a minimum:
· Grid restoration time assumptions to restore off-site power sources to the plant

· The impact on plant voltage limits and voltage predictions following a generator trip, including whether a generator trip could result in a loss of off-site power


	Why will degraded voltage not result in unanticipated component trips prior to emergency power source automatic actuation?

Which safety related components were reviewed?

If the grid operator is planning to allow grid operation at a lower voltage, does the degraded grid undervoltage protection significantly increase the likelihood that the plant may trip off-line at a time the plant is needed to supply grid real and reactive power?

How much margin exists between the degraded grid undervoltage protection setpoints (including drift) and the lowest voltage to be supplied by the grid? How recent is the associated analysis? Is the lowest voltage above the reset value of the relay?

How does engineering know there is adequate margin between the lowest allowable switchyard voltage and the degraded grid undervoltage protection setpoints to prevent sequencing of safety-related equipment during plant accident and transient conditions?

Are the setpoints of the degraded grid voltage protection relays coordinated with the time required to restore voltage above the reset voltage of the relay when loads are being sequenced?

Is the voltage between undervoltage setpoints adequate to assure safety-related loads have sufficient voltage to perform their safety function?

Has the actual drift of undervoltage setpoints been compared to assumed drift values used in setpoint calculations?

Has the station performed a power up-rate?

What requirements have been validated (eg load, voltage range, frequency range, VAR limits, required contingencies under plant normal, shutdown, transient and accident conditions, power restoration times, blackout assumptions, and short circuit analysis assumptions)?
Do the requirements include all design basis requirements?
What are the design basis requirements?
How recent is the grid stability analysis?
Who does the grid stability analysis?
How often is the grid stability analysis updated?
How do you know if the grid stability analysis includes changes to the operating voltage ranges of the grid?

Does the analysis include the affects from anticipated maximum power wheeling?

Have the margins to angular instability increased or decreased?

Have the margins to voltage instability increased or decreased?

If the margins to instability have decreased has the station considered compensatory actions?

What station modifications or operational limits have been implemented to address grid reliability or stability changes?

What effects do these plant changes have on the grid?

What load, voltage range, and frequency range specifications define plant-operating limits to the grid operator?

How often is a grid state estimate done? Who does the estimate? Does it include plant requirements under a worst-case contingency and post generator trip?

What are the technical specification limits for off-site power? What operating limits has the station established with the grid operator to ensure the plant does not reach the technical specification limits? What actions are to be considered if operating limits are reached?

How have the effects on switchyard voltage from loss of the plant generator, high load levels, or high levels of power exchange across the grid been addressed?

What worst-case contingency does the grid stability analysis consider when determining its capability to supply plant loads under plant normal, abnormal, accident, or shutdown conditions?

How do plant requirements communicated to the grid operator preclude the plant from going beyond the plant design basis such as double sequencing; or the grid voltage dropping below values needed to support plant operation, shutdown or design basis events? How do the transmission providers ensure these requirements are met?

How does the station have assurance that the real-time offsite power voltage levels meet plant requirements?
	

	1999-1
	Loss of Grid 2004 Addendum
	5A
	
	Incorporate degraded grid voltage conditions into operator training (in addition to complete loss-of-grid training). Provide operator training on post-loss-of-grid recovery actions, including additional grid losses during recovery phases and on manual electrical bus alignments that may be necessary during complicated loss-of-grid events. Conduct drills or simulations to verify adequacy of loss-of-grid procedures and training.

In addition, incorporate the following into initial and continuing operator training:

Describe the relationship between pre-trip grid voltage and post-trip grid voltage requirements and the grid’s capability to maintain off-site power sources operable or capable to support station equipment safety functions.


	What is the minimum pre-trip grid voltage that requires the plant to be shutdown?

How is the pre-trip grid voltage determined?


	

	1999-1
	Loss of Grid 2004 Addendum
	5B
	
	Incorporate degraded grid voltage conditions into operator training (in addition to complete loss-of-grid training). Provide operator training on post-loss-of-grid recovery actions, including additional grid losses during recovery phases and on manual electrical bus alignments that may be necessary during complicated loss-of-grid events. Conduct drills or simulations to verify adequacy of loss-of-grid procedures and training.

In addition, incorporate the following into initial and continuing operator training:

Provide training on basic grid concepts, including voltage control requirements and how controlling voltage relates to operability of the off-site power sources.


	When and in what setting was the training provided and have all appropriate personnel completed this training?

Review training content to ensure that it supports operator understanding of how to respond to loss-of-grid events. Has the training content been appropriately designed and implemented through dynamic simulator scenario based training sessions where possible or classroom or static simulator discussions to effectively train on degraded voltage conditions?

Do initial and continuing training discussion sessions adequately cover the lessons learned from this SOER and expected response for licensed and nonlicensed operators?

Does initial and continuing training for operations personnel provide for discussion of specific events from this SOER, or comparable events, to illustrate industry experience with complete or partial loss-of-grid events?
Are specific loss-of-grid industry events used in designing simulator scenarios for training?

If there were recent loss of off-site events at the station, how did the operators deal with the event and recovery?


	

	1999-1
	Loss of Grid 2004 Addendum
	5C
	
	Incorporate degraded grid voltage conditions into operator training (in addition to complete loss-of-grid training). Provide operator training on post-loss-of-grid recovery actions, including additional grid losses during recovery phases and on manual electrical bus alignments that may be necessary during complicated loss-of-grid events. Conduct drills or simulations to verify adequacy of loss-of-grid procedures and training.

In addition, incorporate the following into initial and continuing operator training:

Determine the ability of the simulator to replicate the plant’s nonsafety-related load response under degraded voltage conditions. If the simulator modelling is complete and accurate in this regard, conduct dynamic simulator training sessions on the plant's response to degraded voltage conditions. Otherwise, discuss the expected response as part of licensed and nonlicensed operator initial and continuing training.


	How are operators appropriately evaluated during simulator training on loss of grid scenarios?

Does the simulator appropriately model expected plant-specific loss-of-grid reactions and indications? How was this determined? Has the scope of simulation been evaluated to help determine the need to either enhance dynamic simulation or use alternative training methods?

To the extent the simulator is capable of supporting dynamic simulator sessions, do scenarios contain sufficient information and detail to train on the intent of the SOER recommendations to effectively train operator on plant responses?

Has the simulator been used to validate those procedures dealing with loss-of-grid and degraded events?


	

	1999-1
	Loss of Grid 2004 Addendum
	5D
	
	Incorporate degraded grid voltage conditions into operator training (in addition to complete loss-of-grid training). Provide operator training on post-loss-of-grid recovery actions, including additional grid losses during recovery phases and on manual electrical bus alignments that may be necessary during complicated loss-of-grid events. Conduct drills or simulations to verify adequacy of loss-of-grid procedures and training.

In addition, incorporate the following into initial and continuing operator training:

Incorporate aspects identified in recommendation 7 during periodic emergency plan drills or simulations.


	Review station emergency plan training, drills and feedback from both.

Observe periodic emergency plan drills or simulations.

Review the station’s event reports for loss of off-site power or loss of grid events.

	

	1999-1
	Loss of Grid 2004 Addendum
	6
	
	Review the plant’s compliance with criteria from national and regional grid authorities and identify areas where plant improvements can assist the grid’s response to disturbances without sacrificing plant safety. Implement changes that are appropriate, and share design vulnerabilities with the industry through the operating experience program. For example, plant improvements could include but are not limited to setpoint changes and equipment protection trips.


	Does the station know and understand the grid operator’s expected parameters that need to be delivered from the station to the grid? Can the station meet these parameters? (eg load, voltage range, frequency range, VAR support)
Have plant and system changes or modifications that are planned or performed been communicated to ensure that system conditions remain accurate to provide the plant and grid operator with sound reliability and voltage studies?
Do the station’s normal and emergency bus alignments match the system analysed configurations?
After a power up rate that can create a loss of MVAR capability to the system, does the generator capability curves include the system affects?

Did the station install a capacitor bank to offset a loss of MVAR that was used to support system load? Did the associated relay settings in which the capacitor bank functions receive a review?

Has the station installed load tap changer transformers? What is the responsiveness to load changes may affect safety bus loading and protective relay settings?

What station modifications or operational limits have been implemented that affect grid reliability or stability changes? How were the changes or modifications communicated to the grid operator?
Were alternatives considered to enhance grid response?
Is there operational margin for the applicable settings for reverse power or under/over frequency when paralleled with off-site power sources?

Does the protective relay design or bus loading include different power supply source alignment such as fast transfer? Do these settings provide operational margin and protection under the postulated contingencies for the station?

Has the station’s generator protection scheme been reviewed against the grid operator’s transient analysis contingencies? Does the review include the use of main generator back feed arrangements during maintenance periods? Do all the trip setpoints remain valid?

Has actual drift of protective relay setpoints (switchyard, station bus and machine) been compared to assumed drift values used in setpoint calculations?
Has the station reviewed all the possible bus alignments?

	

	1999-1
	Loss of Grid 2004 Addendum
	7
	Kim
	Review the plant’s ability to respond to loss-of-off-site-power conditions to identify potential complications when nonessential power is lost for an extended period of time. Implement changes that are appropriate. The review should include the following, as a minimum:
· The plant’s ability to maintain effective communications, both internally and externally, when normal and/or off-site power sources are lost and the station is being powered from emergency power sources–This includes the capability to contact off-duty plant personnel and outside organisations under regional blackout conditions when mobile (cellular) telephone and pager systems may be stressed.

· The plant’s emergency response processes, including off-site notification capabilities and plant personnel contact information

· The plant’s ability to access important or critical plant information (e.g., design drawings, calculations, and tagging programs) normally contained in electronic files that would be needed during a loss of power


	How do shift personnel communicate when power to normal communications is lost?
What type of plant information is needed when power is lost for an extended period of time?


	

	1999-1
	Loss of Grid 2004 Addendum
	8
	
	Identify and report equipment problems and vulnerabilities associated with plant switchyards through the operating experience programme, to enable nuclear plants to better understand the problems occurring with switchyard equipment.


	Review procedures to determine if plant grid and switchyard events should be reported.

Review system heath reports for switchyard, electrical transmission and transformers for conditions and lessons important to the industry.

Interview the station’s switchyard responsible engineer (the person or group responsible for switchyard equipment).

What are the current or previous switchyard equipment issues reported within the plant deficiency reporting system?

What are the generic issues and areas of interest?

Does the responsible engineer a have clear understanding as to what constitutes plant switchyard equipment within the scope of recommendation 8?


	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	2001-1
	Unplanned Radiation Exposures
	1
	
	Clearly communicate the senior utility management recognition of radiation safety as an important responsibility of our industry, and communicate commitment to the importance of radiation safety to all nuclear power plant workers.  Emphasise the importance of a high level of awareness and sense of individual responsibility with regard to personnel radiation protection with specific attention to complying with rules and following existing administrative procedures and processes.
	a. The station should have an administrative policy or principles that outline radiation protection roles, responsibilities and accountabilities from top to bottom encompassing all organizations.  These should be communicated through some type of routine training, such as initial employee and/or continuing training.

b. During station tours look for radiation protection program specific posters or other visual reminders to aid workers in understanding managements expectations.

c. Interview a “vertical” sampling of personnel to determine if senior management expectations are well understood. 

d. Determine if corrective actions have been taken to address incidents where workers have not complied with a radiation protection program procedure requirement, does management views this as a significant issue and takes action consistent with similar issues found in areas other than radiation protection.  Look for evidence of line management involvement.  

e. Look evidence of management’s overall commitment to radiation safety.  Station management should be in the field conducting meaningful job observations.  Also, radiation safety should be integrated into other organizations either directly by radiation protection personnel and/or build into procedures and processes.

f. Senior management should be aware of radiation protection program issues and concerns and knowledgeable of what actions have been taken or are planned to correct deficiencies.

g. Line management should feel accountability and responsibility for high radiation area control events and ownership for corrective actions to prevent a reoccurrence.

h. Personnel throughout the station organization should feel a high level of responsibility and ownership for the station’s radiation protection program.
	

	2001-1
	Unplanned Radiation Exposures
	2
	
	Fully integrate the radiation protection management team into NPP operations and the NPP line management organization. Examples include integration of the radiation protection team in work planning activities, outage planning and scheduling activities, plant modification reviews, and plant strategic decision-making processes.


	a. Radiation protection managers and supervisors 
should be integrated into plant operations and 
maintenance activities. 
b. Radiation protection personnel should be directly 
involved in work planning, both outage and routine operations. 

ALARA should be involved well in advance of plant modifications.

Review the scope of modifications that have a actual or potential high dose consequence to determine if the right level of involvement from the radiation protection group was obtained.


	

	2001-1
	Unplanned Radiation Exposures
	3
	
	For those jobs where large doses could be received in a short period of time, require direct involvement by both radiation protection staff and work supervisors in ALARA reviews, planning, preparation, and performing of the job.  Radiation protection staff and work supervisors should ensure that necessary surveys and other radiation protection measures required by ALARA planning are implemented at the work site, and include pre-job briefings, review of prior operating experience related to the work, and adequate radiation exposure reduction reviews.
	Identify and review administrative orders addressing this recommendation. 

Review cases where limits were exceeded or "near-misses" occurred to determine if this recommendation relates to the root causes of such events. 

Interview supervisors concerning this recommendation. Specifically question them concerning their involvement in high exposure jobs or jobs with unique radiological conditions like diving work, steam generator work, cavity work, etc.

If possible, observe pre-job briefings to determine the involvement and emphasis supervisors place on radiological protection.  Solicit input from other reviewers performing observations. 

Review completed Radiation Work Permits (RWP's) for high dose or high dose rate jobs to determine if supervisors have been involved (signed in on RWP).  This is not to imply that ALARA considerations should be overlooked merely to increase supervisory "presence" at the work site. 

Interview workers concerning their supervisors' and the RP supervisors' involvement with jobs having high dose rates or high total dose. 

Radiation protection should be an integral part of the process.

For high-risk activities, there should be an increased level of in-the-field supervisory oversight by both radiation protection and the work group.

There should be a dose-rate trigger for increased oversight and approval, not just a total job dose trigger.

Review completed high-risk work packages and observation documentation along with interviewing the involved personnel to determine if the right focus on radiation protection was achieved.  For the things that did not go as planned or expected determine is those things were inputted into the corrective action program.
	

	2001-1
	Unplanned Radiation Exposures
	4
	
	The training and retraining programs should stress the potential for abnormally high or rapidly changing radiological conditions, including the actions required when these conditions occur.  Training should also emphasize the importance of a high level of awareness and sense of individual responsibility with regard to personnel radiation protection.
	The RP training given to the WANO Peer Review Team may provide some indication of the emphasis given to this recommendation. However, sometimes WANO teams are given abbreviated training.  Any indications of weaknesses should be followed up by review of actual lesson plans and class attendance.

Discussions with plant personnel may reveal their knowledge and understanding of their responsibility for their own radiological protection.  These discussions may provide an indication of how well the RP training has instilled a responsible attitude. Discussions with work planners may also provide insight to the importance placed on the RP aspect of a job during the planning phase. 

The RP supervisor and technicians can supply some insight concerning the overall worker attitude toward radiological protection. 
Review the Team Observation Book for examples of poor radiological practices that may be indicative of the overall RP attitude. 

Attend GET or continuing training sessions to determine if the above recommendation is being adequately implemented.
Individuals should be trained that it is expected that they monitor their dose at some frequency and to know when they are accumulating too much dose too quickly.
Interview personnel to determine if they understand expectations for monitoring their dose.

	

	2001-1
	Unplanned Radiation Exposures
	5
	
	Radiation protection training and retraining for plant personnel should include a review of selected industry events involving large, unplanned exposures and the responsibility of individuals for the prevention of such events.  Additionally, for personnel who perform dose rate surveys and monitoring, this training should address the proper operation of dose rate monitoring equipment.


	Review radiological related training material for both RP personnel and other work groups and/or solicit input from the training evaluator.

Interview personnel in the mentioned groups to determine their knowledge of plant and industry events involving excessive personnel radiation dose.

The training for contractors should be the same as what is provided to station personnel including industry operating experience pertaining to their assigned work.

Ask fundamentals type questions of those individuals who are qualified to operate radiation protection instrumentation to determine if they are knowledgeable of the function and limitations of the instruments they are qualified to operate.

Look for instances where personnel did not believe an indication of a potential problem, this behavior has led to significant events in the industry.

Determine if new instrumentation is implemented effectively.  Affected station personnel should be aware of the purpose, function, and limitations of any instrumentation they are “qualified” to operate.


	

	2001-1
	Unplanned Radiation Exposures
	6
	
	Ensure that activities with the potential for high radiation exposure (for example, exposure rates greater than 1.5 rem/hour or exposure greater than 500 mrem per entry) are controlled by written procedures and/or specific radiation work permits.


	
	

	2001-1
	Unplanned Radiation Exposures
	6a
	
	Procedures or radiation work permits should contain specific radiation protection instructions to prevent unplanned exposures


	The maintenance reviewer may be able to provide input from maintenance procedures he has reviewed.  He may also assist in selecting certain procedures to check. 

Review cases where limits were exceeded or "near-misses" occurred to determine if this recommendation relates to the root causes of such events. 
Interviews with personnel may help identify procedures that require the described cautions. 

Review completed RWPs for the features described in the recommendation.

Review controls for signing onto an RWP and obtaining an electronic dosimeter.  The process for signing in on an RWP and obtaining an electronic dosimeter should verify that the worker meets all prerequisites (e.g., if mock-up training is required, does the sign-in process verify that the training has been completed.)


	

	2001-1
	Unplanned Radiation Exposures
	6b
	
	Procedures or radiation work permits for these activities or areas should contain (in addition to the normal requirements for the existing radiation dose rates) requirements for the use of maximum allowed time in the area, pre-determined cumulative doses allowed for the job, and for continuous radiation protection coverage, either physically or through remote monitoring methods.
	Determine if and when stay-times are performed.  Stay-times should be used when entering high radiation areas and locked high radiation areas.  Stay-times should be directly applicable to the specific entry and task/job and correlated to the electronic dosimeter (ED).

The above recommendation is for access/entries to areas that exhibit dose rates greater than 1 R/hour or areas that pose the potential for over exposure.

A corrective action record should be written and adequately followed up on to determine cause when a worker receives a dose alarm or an unanticipated dose rate alarm.


	

	2001-1
	Unplanned Radiation Exposures
	6c
	
	Procedures or radiation work permits should contain specific instructions concerning the frequency and type of radiation surveys and at what dose rates, or accumulated dose to an individual worker, the area is to be evacuated


	Specific surveys should be documented for entries into high radiation areas.

Radiation work permits should contain specific dose rate back-out criteria.

Key information from both the survey and RWP should be covered during a pre-job brief and each worker should be questioned to ensure adequate understanding of both
	

	2001-1
	Unplanned Radiation Exposures
	6d
	
	A caution or radiological hold point should appear immediately prior to those steps in procedures or radiation work permits that could, when carried out, cause a significant increase in work area dose rates (for example, greater than 10 millisievert per hour).


	Some work activities that should be looked at to evaluate this recommendation are the following:
· Resin transfers
· Decay heat removal
· Safety injection operation
· Operations lineup changes
· Spent/refuel pool operations
· Refueling activities
· Reactor vessel maintenance/In-core activities

	

	2001-1
	Unplanned Radiation Exposures
	6e
	
	Where available, electronic dosimeter, with alarms for dose rate and cumulative dose appropriately set for the task, should be required by procedures or radiation work permits.  Those NPPs that currently do not use electronic dosimeters should seriously consider the purchase and use of such devices
	ED set-points should be set at a level that provides the worker(s) an indication of a potential problem. 


	

	2001-1
	Unplanned Radiation Exposures
	6f
	
	Entry into very high radiation areas (for example above 1 Sievert per hour dose rate) should have the written approval of the radiation protection manager.
	These areas are expected to have a specific RWP that has been reviewed and approved by higher levels of management than a routine high radiation area RWP.

Entry into such areas is expected to have a pre-job brief where all involved personnel are in attendance.  The pre-job brief should discuss the planning for the job and should not be or become a planning meeting for the job.


	

	2001-1
	Unplanned Radiation Exposures
	7
	
	Perform effective periodic reviews of radiation protection deficiencies, including those involving human performance errors, to identify the root causes and precursors to unplanned exposures.  Adverse trends should be reported to plant management for appropriate corrective action.  These reviews should ensure that work control systems including radiation work permits, procedures, and work orders adequately address radiological controls, including the potential for changing radiological conditions.  Additionally, periodic self-assessments of radiation protection department performance should be performed to identify and correct radiation protection program and process weaknesses.


	Review self-assessments, management observations, ALARA documents and corrective action programs for adverse trends.

Compare your own review of radiological deficiencies to the station's review.  Has the station identified similar adverse trends?  If not, why not? 

Follow-up on recurring problems where corrective actions have failed to prevent recurrence of events. 

Determine if the RPM is aware of radiological deficiencies occurring at the station.

Review the corrective action program for “who” is identifying problems. There should be a mixture of different organizations identifying problems but the clear majority should be from the radiation protection department.

Stations should be using peers from outside their station/company in order to get a true industry perspective.

Trends on performance should be routinely provided to station personnel and actions developed to address performance weaknesses. 


	

	2001-1
	Unplanned Radiation Exposures
	8
	
	Review plant areas to ensure that all areas with existing or potential high radiation exposure rates are identified and such areas are properly posted and controlled.  This should include those areas that have the potential for changing radiation conditions.


	Review high dose rate areas for proper posting and control.

Review procedural controls for work evolutions or system alignments that could create high radiation dose rates.  Controls should be established to assure notification of radiation protection prior to the start of the evolution so that areas can be posted and access controlled. 

Determine if there are appropriate key controls in place and the controls area well understood by applicable personnel.

· Determine if there are contingency plans in place to address plant conditions that would cause normally non-high radiation areas to be high radiation areas, such as for a reactor trip.

· Review controls for radiography.


	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	2002-1
	Severe Weather
	1
	
	Review the design safety analyses for severe weather hazards at the plant to ensure that all credible severe weather conditions are adequately addressed. This should include a review of the design criteria limits for severe weather to ensure that all credible severe weather conditions are included in the design safety analysis. 
Specific aspects of this review should include:

· The potential challenges (e.g. flooding, heavy rain or snow, wind damage/windblown debris) to safety related equipment operability.

· The adequacy of consumable stock levels required on site and the ability to resupply consumable stocks during and following severe weather conditions. 

· The adequacy of instrumentation and lighting to support any necessary operator actions during severe weather.

· The capability of exposed equipment such as switchgear, to withstand ice, lightning and high wind conditions.

· For coastal plants, the potential for grid instability or loss due to wind-blown salt deposits on electrical insulators.


	1. Identify actual severe weather conditions experienced in the immediate vicinity of the station through discussions with senior operating staff, reviews of the corrective action program or engineering work requests/modification requests.  For severe weather, consider heavy rainstorms or snowstorms, high seas, flooding, tornadoes, hurricanes, lightning strikes, cyclones, and typhoons.

2. Verify that severe weather conditions evaluated in design bases or safety cases were determined using both probabilistic determinations and historical weather conditions experienced within the area.  

3. Identify gaps between severe weather events considered in the safety case or design basis against actual weather conditions identified above to determine if the type and severity of severe weather actually experienced is appropriately reflected in the design.  Evaluate the capability of the station design to respond to actual severe weather conditions, e.g. flooding levels; consumable stock levels and diesel fuel storage for extended grid loss; emergency lighting; ice, lightning and wind loading on exposed equipment; salt deposits on insulators at coastal plants.  Review station weather history, if these records are maintained.  Has the station experienced winds onsite that have approached or exceeded design limits?  Tides?  Wave heights? Temperatures?

4. Verify the effectiveness of actions taken to address severe weather conditions as identified above.

5. During station tours, verify the adequacy of plant equipment to withstand possible conditions such as flooding, ice, lightning, salt deposits, and high winds.  In particular, note the ability of normal and emergency plant lighting, instrumentation, and switchgear to allow important operations to be carried out.

6. Verify the ability to monitor and manage minimum levels of stored consumable materials in the warehouse for severe weather events identified above, or that methods have been identified to provide for prompt resupply.

7. Verify the station has reviewed the reliability of its off-site and on-site communications systems to severe weather events.

8. Verify the station reviewed the reliability of communications systems for an extended loss of grid event? (e.g. Communications on-site often utilize portable radios which require regular recharging. If these cannot be recharged when grid supplies are unavailable an important communication system will be lost).

9. Are computing systems (work management/security/communications) battery-backed? Check record to see when the supply changeover was last tested?


	

	2002-1
	Severe Weather
	2
	Huang
	Ensure that emergency planning arrangements are in place at the plant that specify the organizational, support staff and communication arrangements required to be available during severe weather.  Also ensure that adequate training is carried out on these arrangements.
	1. Verify that emergency preparedness arrangements have adequately addressed the following considerations in the event of severe weather:
a. Support staff or organizations that may be required to provide meteorological information during severe weather conditions are clearly identified and assigned this responsibility.

b. How emergency preparedness or station support staff can gain access to the station or temporarily live at the station during potentially severe weather conditions.  Are all-terrain vehicles accessible for travel to the site and/or at the site as might be reasonably required during severe weather?  Are there adequate food supplies and sleeping arrangements on site for several days if the station is not easily accessible during severe weather?

c. Do emergency preparedness exercises and drills demonstrate the adequacy of emergency planning arrangements during severe weather conditions?

d. What provisions have been made for temporary lighting and communication for emergency responders in the event that systems powered by off-site power become temporarily unavailable during severe weather?

e. Has the plant discussed the impact of severe weather scenarios with external emergency organizations?

f. Check station records to see if emergency arrangements have been tested by using event scenarios that extend over many hours.  Does the plant emergency organization have access to information necessary to obtain essential stocks?

g. Check post exercise debrief reports to identify what lessons were learned during these emergency exercises/drills?  Follow-up to see if they have been/are being addressed?

h. Check emergency centers to see if contact telephone numbers for key contacts and suppliers including during off hours and holiday periods, and their roles and responsibilities during postulated events, lake and river management plans, and guidance for red grid days, is compiled in a single reference book to assist management personnel.  Randomly check the validity of some of the contact details.
i. Can the shift manager demonstrate how to locate the diesel fuel vendor emergency phone numbers?


	

	2002-1
	Severe Weather
	3
	
	Ensure the capability is available at the plant to provide prediction of severe weather conditions. These predictions should give information about the probability and potential severity of weather conditions at the plant.


	1. Verify that operators have guidance on obtaining a secure means of weather information.  The guidance should both identify how and the frequency in which the information is to obtained, and how to interpret what the information means to plant operation.  

2. Verify that operators have received training on the above guidance and can demonstrate how to use the guidance.

3. Check station records to verify that these arrangements are actually tested.


	

	2002-1
	Severe Weather
	4
	
	Ensure plant operating procedures are available to support the various actions to be taken on site depending on the probability and severity of the weather conditions predicted. These should include: 
· Actions, relevant to the type of severe weather predicted at the plant, to minimize potential wind-blown debris and to ensure that barriers, drainage and pumping systems to prevent flooding are available.

· Actions to maximize safety and standby equipment availability. 

· Verification of safety related equipment and communications system operability, consumable stock levels, and staffing arrangements for the period of the predicted severe weather.


	1. Verify that procedural guidance exists for the various severe weather conditions identified in the design basis, safety case, or otherwise identified in the review of Recommendation 1.  This guidance should exist for all plant operating states.
2. Verify that detailed summer and winter readiness plans are developed to address conditions that may cause power reductions during critical time periods.  The plans should include scheduling work to less critical time periods and performing maintenance to improve reliability during the summer and winter months.
3. Review annunciator response procedures for high or low intake structure level, high winds, freezing intake conditions, or other indicators of adverse weather conditions.

4. Verify that severe weather protection procedures exist that identify preparatory measures against wind and heavy rain or snow conditions.  These procedures should include items such as:
a. securing or bringing inside potential wind blown “missile hazards”

b. checking drain systems for functionality
c. terminating routine maintenance that may jeopardize station operation
d. contacting personnel required to be on site and identifying those who are not required on site

e. checking the functionality of communication systems for contacting off site station personnel

f. setting up ropes or tie lines between buildings to allow personnel transit

g. verifying the operation of heat trace or intake screen equipment
h. verifying availability and functionality of equipment used to mitigate or alleviate resulting hazards
5. Verify abnormal operating condition procedures exist for plant conditions that maybe initiated by severe weather conditions, such as loss of instrument air, generator degassing, and operations with only emergency lighting available 

6. Verify that operators have guidance and can demonstrate how to access information that describes their expected response to severe weather warnings.  Review severe weather operating procedures for human factoring, to include tools such as check-sheets to reduce operator administrative burden during a severe weather event. 

7. Determine whether lessons learned from previous severe weather conditions have been incorporated into operating procedures.

	

	2002-1
	Severe Weather
	5
	
	Ensure an effective decision making process is in place at the plant for actions to be taken during severe weather, including:
· The authority and responsibility of the operations shift staff and other essential staff involved should be clear and supported by relevant procedures and guidelines.

· The decision making process should address specific issues such as when the units should be shut down, reduced in power or placed in a safe state, actions during islanded conditions (area local to the plant isolated from main grid network) and when to reconnect the site to grid supplies following grid instability.


	1. Verify that station procedures clearly identify the authority and responsibility of operations shift staff and other essential staff in making operational decisions during severe weather conditions.

2. Verify that station procedures or decision matrices identify action steps based on external weather conditions for both placing the plant in a safe condition in anticipation of, or during severe weather and restoring the plant to full power following severe weather conditions.  These action steps should identify actions that can realistically be performed within the time frames specified.  Action steps that should be considered by the station include the following:
a. Load testing emergency diesel generators

b. Increasing water storage tank levels that may be used for core injection

c. Charging batteries

d. Restoring systems and components to service

e. Call out of additional support personnel

f. Storm preparation management meetings to review the adequacy of preparations performed

g. Identification of routine communications to be performed prior, during, and after the arrival of severe weather conditions

h. Identification of initial emergency plan actions to be performed in anticipation of severe weather

i. Operator review of station blackout procedures and other applicable procedures for anticipated conditions

j. Plant shutdown in anticipation of severe weather

k. When to reconnect the site to grid supplies following loss of off site power or islanding


	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	2002-2
	Emergency Power Reliability
	1
	
	Review existing emergency power system design for vulnerabilities to common cause and common mode failure.  Verify the validity of existing analysis or conduct additional analysis as needed to assure that potential common cause and common mode failures are identified and addressed.  Implement appropriate changes to system design as found necessary by this review.


	This recommendation involves reviewing existing emergency power system designs for vulnerabilities that could impact their safety function. 

The reviewer will review the station’s emergency power system performance during the two years prior to the peer review and identify any issues suggesting that vulnerabilities exist.  The reviewer will determine if the station has assessed and verified existing designs by conducting emergency power design reviews.  If such reviews were previously conducted, verify those reviews addressed common-cause vulnerabilities described in WANO SOER 2002-2.  The reviewer will verify the reviews address identified gaps through actions such as added design verification, analysis or modification.


	

	2002-2
	Emergency Power Reliability
	2
	
	Review existing emergency power system operating and maintenance practices for vulnerabilities to common cause and common mode failure.  These reviews should encompass normal, abnormal, and emergency operating modes, system configurations during surveillance testing, and system conditions established to support maintenance.  Implement appropriate changes to system operating and/or maintenance practices as found necessary by this review.


	Review the following to determine if the recommendation is being implemented satisfactorily:

1. Review the alignments for off-site and on-site power to determine any interdependency between multiple safety trains (and between multiple units at multi-unit stations).  Any interdependency should not create a vulnerability to common-mode or common-cause failures.

· Determine if any buses are normally cross-tied to one off-site source for a preferred configuration.

· Determine if any buses swap to a cross-tied configuration under any alternate source alignments.

· Determine if any one on-site emergency power source is configured to supply multiple safety trains (or multiple units).

· Determine if the station has taken exceptions to any design criteria or regulatory guidance associated with emergency power systems.

2. Review the alignments and typical operating configuration for major support systems associated with onsite emergency power sources to determine any interdependency between multiple safety trains (and between multiple units at multi-unit stations).  Any interdependency (or cross-tie capability) should not create a vulnerability to common-mode or common-cause failures.  Systems to review should include the following (as well as any applicable others):

· Cooling water

· Heating, ventilating, & air conditioning

· Fuel supply

· Control power

3. Interview operations supervisors.  Discuss abnormal and emergency operation of emergency power systems and equipment.

· Determine if under emergency or abnormal operating conditions, emergency power equipment is aligned in any cross-connected fashion that would make it vulnerable to common-mode or common-cause failures.  Determine if emergency or abnormal procedures address these conditions and incorporate appropriate notes, cautions, or limitations.

· Determine if under surveillance testing conditions, emergency power equipment is aligned in any cross-connected fashion that would make it vulnerable to common-mode or common-cause failures.  Determine if surveillance testing procedures address these conditions and incorporate appropriate notes, cautions, or limitations.

4. Evaluate the station’s procedure development and revision process.

· Review the process control documents or administrative procedures.  Determine if the process includes means to identify and correct changes that may conflict with design basis document assumptions that preclude common-mode and common-cause failures for emergency power systems.

· Interview the procedures group supervisors in operations and/or maintenance.  Discuss the procedure revision process and any experience the station has had with emergency power system procedure revisions.

· Interview emergency power system engineers.  Determine if system engineers review operations and/or maintenance procedure revisions associated with their assigned systems.

5. Review the station work controls process.

· Evaluate how maintenance work is controlled on one train of emergency power equipment while ensuring that the redundant train is protected and available for service.  Determine if the process has a program to ensure sufficient return-to-service testing for emergency power equipment operability is performed following maintenance before a subsequent train of equipment is removed from service for maintenance.  Evaluate the risk management process for maintenance work planning to determine if compensatory measures are incorporated into the process for emergency power systems.

· Interview workweek managers.  Discuss the maintenance work scheduling process for emergency power systems.  Determine if the above processes are effectively implemented.  Determine if any abnormal alignments are put in place to support preventive or corrective maintenance on emergency power systems and equipment.

6. 
To evaluate maintenance practices, coordinate with the engineering reviewer on recommendations 4 through 6 of the SOER. In addition, 

· Interview maintenance management to determine if the station maintenance practices include the best industry practices for preventive maintenance and testing on emergency power systems.  For example, is power factor a diagnostic testing practice incorporated into the station’s maintenance practices? Also, has the station included industry and owner group recommendations for preventive maintenance? 

· Interview work management to determine the effectiveness of coordination of people and procedures for electrical and control testing on the emergency power system.  Also, determine if there are measures in place for establishing and monitoring work management expectations for work control, especially changes to scope and work packages. 

7. Review the corrective action program. 

· Evaluate for degraded or failed emergency power system components during operation, testing or maintenance activities. Were corrective actions effective in preventing a recurrence of the degraded or failed equipment? 


	

	2002-2
	Emergency Power Reliability
	3
	
	1. Review modification processes used to implement changes to emergency power systems to ensure that rigorous modification controls are applied.  Specifically, these reviews should verify that:

a.
Independent review and verification of proposed modifications are performed by knowledgeable personnel to ensure design basis is maintained.

b.
New equipment and components incorporated as part of the modification meet the quality requirements for use in safety systems.

c.
All documents, procedures and drawings are updated to appropriately reflect changes resulting from the modification.

d.
Post-modification testing is sufficiently rigorous in scope to verify overall emergency power system operability in addition to the specific components or sub-systems involved in the modification.  Additionally, consideration should be given to performing post-modification in-plant walk-downs of emergency power systems to verify that modified component and system "as left" conditions conform with those intended by the design modification package.


	Recommendation 3 involves verifying that plant modifications have not inadvertently introduced design vulnerabilities that have not been discovered.  

Reviewers will look for self-assessments or other similar means by which the station has verified that the four attributes of the recommendation are being implemented.  This review may be part of a previous self-assessment conducted by the station but should be recent enough such that the results can be deemed appropriate for the current modification processes.  

The reviewers will conduct their own review of the modification and post-modification testing processes to verify that the four attributes are included and are being properly executed.  A process-level review, conducted by interviewing design and project engineers, or through review of a sample of modifications conducted during the two-year period preceding the peer review are acceptable approaches.  Implementation reviews will likely involve modification work or safety systems other than emergency power.  If process or implementation weaknesses are found, extent of condition will need to be considered for modification activities associated with the emergency power systems.
	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	2003-1
	Power Transformer Reliability
	1
	
	A. Establish and implement effective monitoring and trending of large transformers.  A monitoring strategy is required to be able to predictably determine when the transformer needs to be inspected and possibly repaired to prevent event.  Use diagnostic transformer test data to detect and analyze degraded conditions and plan follow-up transformer maintenance activities.  Evaluate oil and dissolved gas test results, temperature trends, thermographic analysis, pump vibration trends, and instrument data to detect degrading conditions.  Data from operator rounds should be tracked and trended.  Develop a long-term plan for monitoring, testing, and trending the station’s large power transformers.

B. Evaluate support and protection logic schemes, considering applicable industry operating experience.  For single-point failure vulnerabilities, identify potential sources of spurious transformer trips that can be caused by an improper actuation of a single relay or component.  Make appropriate changes based on the results of this evaluation.


	Review the documentation that addresses the station’s response for recommendation 1B and determine the extent to which the recommendation is addressed.  Based on this review, identify interviews and additional document reviews to be conducted on-site.  If possible, inform your counterpart ahead of time so the appropriate interview schedules can be arranged prior to arriving on site.

The reviewer should determine if the station has evaluated the transformer support and protection logic schemes for single-point failure vulnerabilities (identifying potential sources of spurious transformer trips that can be caused by an improper actuation of a single relay or component).  Both the utility’s experience and industry operating experience on transformers should form part of the evaluation.  The station’s basis for making or not making changes based on the evaluation should be determined.  Normally, this type of evaluation is documented in an engineering report.  If the station has performed an evaluation that adequately considers operating experience, has sound bases for changes to be or not to be made, and has completed the changes, Recommendation 1B can be statused satisfactorily implemented.  When changes are to be made, determine when implementation is to take place.  Since the recommendation indicates that the changes are to be made, the status may be “awaiting implementation” pending completion of the changes if the implementation time is realistic and the station has made a commitment to make the changes.  
Determining Overall Recommendation Status:

Based upon the results of the above-required actions, the reviewer will make a determination as to whether or not the intent of Recommendation 1 has been met.  If a “not satisfactorily implemented” status is assigned, the specific shortfall(s) must be identified.  The team leader should also be advised of the status and reason(s) therefore.
	

	2003-1
	Power Transformer Reliability
	2c
	
	Develop and implement a predictive and preventive maintenance program based on transformer years of service, risk importance, duty cycle, and environmental conditions that considers the following: 

· Dissolved gas analysis

· Oil analysis

· Infrared thermography

· Temperature monitoring trending

· Electrical testing of transformers, bushings, arrestors, tap changers, and current transformers

· Functional checks of alarm and trip circuits

· Tap changer maintenance and functional testing

· External cooler inspection for cleanliness and leaks

· Bushing inspection and cleaning(Isophase bus bushings may have special considerations

· Maintenance inspections/engineering walkdowns

· Grounding resistor inspection

· Protective relay calibration and replacement of electrolytic capacitors

· Preventive maintenance on low voltage motors, power supplies, and automatic transfer switches

· Vendor recommendations and industry guidelines for periodic inspection, maintenance, and refurbishment frequency


	A. Review a sampling of the station’s preventive maintenance (PM) program and verify that each large power transformer's preventive and predictive maintenance program has been implemented adequately.  Some stations use work instructions instead of procedures to implement the preventive maintenance program for large transformers.

B. Review technical bases for PM tasks and task intervals.  Ensure the bases go beyond fundamental vendor information to support the tasks and task intervals.  Condition monitoring tasks should be shorter than time-directed tasks.

Stations may have a different scope of maintenance tasks, but the scope should have good bases and consider industry and in-house operating experience
C. Oil screening is the most critical condition monitoring task.  Trends in analysis can lead to permeable (leaking) rubber bags, other component leaks, untimely replacement of nitrogen bottles, gassing due to overexcitation, and improper sampling techniques.


	

	2003-1
	Power Transformer Reliability
	2B
	
	Develop a contingency plan for internal inspections for use if indications of significant degraded conditions are detected.  The plan should be based on applicable industry operating experience and include items such as inspections of transformer connections and processing of transformer oil, if required, because of degraded condition or dissolved gases. 


	A. Verify an outage contingency plan is in place for internal inspections and that relevant operations and maintenance personnel understand their responsibilities in implementing contingency actions.

B. Review the completeness of the contingency work package, data sheets, and check sheets for adequacy of the description of the work to be performed and post-maintenance testing. 

a. Determine if relevant industry operational experience is factored into the work packages.

b. Determine if key support group work activities, such as oil processing and post-maintenance testing, are factored into the work packages or support work packages.

c. If an internal transformer inspection has been completed, review a completed work package for completeness, changes, and feedback.

C. Check that the appropriate precautions are included for internal inspections.  Areas that should be considered are:

a. Improperly returning cooling equipment to service

b. Pinched wires, especially during current transformer testing

c. Failure to remove temporary shorting or grounding straps

d. Unintentional addition of foreign material while performing tank inspection, adjustment, or repairs

D. Check that internal inspections are based on condition monitoring versus time-directed tasks to minimize unnecessary inspections.  The results of external maintenance inspections and tests should also be considered as part of determining whether or not an internal inspection may be warranted.  


	

	2003-1
	Power Transformer Reliability
	2C
	
	Verify adequate spare transformers and transformer parts inventory requirements have been identified and that a process exists for performing monitoring and preventive maintenance as needed on the spare components.  Verify critical spare parts are ready for installation.


	A. Determine if spare transformers are available for each large transformer.  In some cases, a spare transformer may not be available.  In this case, station management should review the basis.  Factors to consider are the economic basis of a spare transformer, remaining life of the plant, and transformer failure rate. 

B. Some stations have agreements for spares outside the station’s systems.  In this case, an evaluation should be done for fit and function, and conversion kits, as necessary, should be preplanned. 

C. Review a sample of transformer work orders and note which jobs have been delayed because of nonavailability of parts.
D. Review a sample of transformer part inventory.  Verify critical spare parts are available and the inventory is accurate.
E. Perform a visual inspection of the spare transformers.
F. Determine if proper layup methods are applied to spare transformers. 
a. Some transformers are stored without oil with a nitrogen blanket, which requires monitoring.
b. Some transformers use desiccant for moisture control, which requires change out or reactivation to maintain desiccant effectiveness.
c. Transformer primary and secondary bushings should be grounded to eliminate static charge buildup.
G. Determine if preventive maintenance covers spare transformers and transformer parts.

	

	2003-1
	Power Transformer Reliability
	2d
	
	Develop a plan for transformer replacement that considers the following:

· Safety clearance and grounding

· Disassembly

· Oil removal and reprocessing

· Removal and control of parts to be reused

· Heavy load movement and necessary equipment

· Facility support such as temporary power for oil processing and spill control/containment

· Vendor or corporate support mobilization

· Reassembly coordination

· Retest requirements and test equipment availability

· Energization plan and post-energization monitoring


	A. Verify an outage contingency plan is in place for transformer replacement and that responsible operations and maintenance personnel understand their responsibilities in implementing contingency actions.
B. Schedule should factor in special considerations for a filled spare transformer versus unfilled spare transformer that would require filling.
a. A filled spare transformer may require special rigging arrangements due to its weight and support necessary for bushings and coolers.
b. Filling a transformer in a cold environment may require thermal blankets and insulation to achieve a high temperature (~90˚C) to obtain a low vapor pressure to remove the moisture from the paper.
c. Processing time for the oil is longer if the transformer has to be filled to impregnate the paper with oil. This is temperature dependent, and impregnation is lost very quickly if a transformer is drained.
d. Insufficient processing time can contribute to aging or field failures.
C. Look for the use of techniques such as an outage window or “umbrella” tagouts to facilitate coordination of work activities and maintain defense-in-depth. 
D. Verify steps have been taken to review and reduce risk levels using appropriate risk assessment techniques for station power supplies during the transformer replacement.
E. From a sample of modification or work packages, determine if planning has been accomplished by supporting departments such as procurement, expediting, maintenance, and engineering.
F. Review the schedule and supporting data to determine if the manpower needs are considered. Determine if provisions are made to ensure craftsmen with the requisite qualifications are provided and that planning has been done to ensure timely availability of manpower.
G. Verify support requirements such as heavy load movement, oil processing, rigging, and scaffolding are included in the schedule. 
H. Interview personnel responsible for inspections and tests to determine if they are satisfied with scheduling of their items.
I. Determine if a task manager is assigned to coordinate activities.
J. Some transformers are vulnerable to oil static electrification. In this case, one pump should be started and the others started automatically as temperature rises.
K. In some stations, there are installed spare transformers that require remove or replace buswork to install the spare transformers. Work instructions or procedures shall be in place to rearrange the buswork and perform the necessary testing and inspections. 

	

	2003-1
	Power Transformer Reliability
	3A
	
	Conduct thorough operator or maintenance rounds on major station transformers and spare transformers.  Parameters should be recorded and evaluated for acceptability, and may vary depending on seasonal conditions or whether the unit is on-line or off-line.  During spare transformer rounds confirm their readiness to be put in service.
· Check temperature indications for oil and windings

· Check blanketing gas pressure

· Check proper pump and fan operation

· Check for clear air passages

· Check oil levels for transformers, conservators, and bushings as applicable

· Check for oil leakage, unusual noises or smells

· Check local alarm status and relay flags

· Check desiccant condition


	1. Several industry working groups are developing detailed technical recommendations to enhance monitoring techniques and implement preventive maintenance programs.  Guidance documents by these groups provide detailed technical information for establishing these programs (for example, see NMAC NP-TR-1002913, Power Transformer Application and Maintenance Guide) and could be used to help implement the recommendations of this SOER.

2. EPRI TR-106857-38, PM Basis for Transformers, provides specific guidance for the level of monitoring that should be performed on major station transformers.  This specific guidance is reflected in Recommendation 3A.

3. Review the station’s guidance for performing rounds on major station transformers, including the spare(s).  This guidance should reflect the equipment checks listed in Recommendation 3A as a minimum.  The guidance should specify how the equipment checks should change based on seasonal and operating condition changes as well as acceptance criteria for satisfactory transformer performance.  The guidance should specify required actions when acceptance criteria are violated.  Equipment checks should be performed on a regular frequency, with increased monitoring performed on an “as needed” basis when abnormal conditions are detected. 

4. The station’s operations department may not necessarily perform regular transformer equipment checks.  If a separate department, such as maintenance or engineering, performs the checks, then the evaluator should review that department’s guidelines as well as the level of communications between operations and the secondary department performing the checks.  Communications should be frequent and thoroughly understood by shift operating personnel.

	

	2003-1
	Power Transformer Reliability
	3B
	
	Verify operating and abnormal procedures for transformer activities are sufficiently detailed and include the following:

· Appropriate response to alarm conditions and/or off-normal conditions

· Identification and correction of frequent spurious alarms for transformer problems

· Procedures for alerting the system dispatcher when the station operator determines that transformer alarms received may result in a change in unit output power

· Appropriate compensatory monitoring practices when alarms are out of service or sealed in for other reasons

· Normal operating procedures that have current precautions and limitations based on recent vendor- or engineering-supplied information


	1. Review all large power transformer (main, startup, and reserve auxiliary) related alarm response procedures (ARP), off-normal operating procedures (ONP), and normal operating procedures (NOP).  

a. The ARPs should include required operator actions, local responses, and provide transition guidance to other procedures, such as an ONP or NOP, to further address malfunctions.  

b. Verify that the ARP and ONP procedures give adequate guidance for required power changes or trip criteria in the event of a significant transformer malfunction.  

c. Guidance in ARPs, ONPs, and NOPs should indicate when the grid system dispatcher and transformer maintenance crews should be contacted for:

i. Power changes

ii. Spurious alarms

iii. Degraded transformer conditions

d. Guidance should be provided in the ARPs, ONPs, or NOPs when the station’s point-of-contact for large power transformers should be contacted

e. Guidance should give operators direction on potential technical specification applicability.

2. Review the operations department’s guidelines for operating equipment with defeated or locked in alarms.  

a. The guidelines should outline requirements for establishing compensatory monitoring when alarms are out of service.  

b. Specific compensatory monitoring requirements should be included in large power transformer related alarm response procedures when those specific transformer alarms are out of service.  Specific compensatory actions such as required local transformer equipment checks and the frequency of the checks should be outlined.

3. Verify the station has considered and incorporated appropriate vendor and engineering department recommendations for transformer operation into ARPs, ONPs, and NOPs.
	

	2003-1
	Power Transformer Reliability
	4A
	
	Clarify responsibilities associated with transformer operation, maintenance, and performance monitoring.


	What transformers has the station included in the scope of this recommendation?

For work recently performed on one of the transformers, who was responsible for the work?

Who provided technical and supervisory oversight of the activities?

If problems occurred, how were the problems dealt with, and how were they communicated to management?


	

	2003-1
	Power Transformer Reliability
	4B
	
	Provide effective management oversight of large transformers.


	Ask if the station's component or system engineer has attended any vendor- or industry-sponsored workshops on large power transformers.

Ask how the station considers qualifications of individuals who perform work on large power transformers.

Does the station have a supervisor who directly oversees work, and what are the technical qualifications of this individual?


	

	2003-1
	Power Transformer Reliability
	5
	
	A. Verify that transformer-related tasks (including tasks to operate, monitor, maintain, refurbish, and inspect transformers, and oversee these activities by contractors or off-site organizations) are included in the appropriate discipline training programs.  In addition, verify that the training provided covers the causes and contributors of the events described in this SOER.  If necessary, revise initial training materials and provide the appropriate training.

B. Verify that the continuing training topic selection process considers transformer-related topics, including recent operating experience and changes to transformer operating, monitoring, maintenance, and engineering practices, to maintain the knowledge and proficiency of station personnel.

C. Provide training for the station fire brigade, non licensed operators, and the control room operators on transformer fire response.  This training should take into consideration the possible isolation of the unit from the grid, as well as isolation of the site from the grid.


	1. Verify that tasks are developed for appropriate training programs and training is conducted as necessary to prevent events similar to those described in this SOER.  Tasks should be considered for transformer:

A. Operation

B. Performance Monitoring (typically Engineering)
C. Maintenance

D. Refurbishment

E. Inspection
F. Oversight of these activities by contractors or off-site organizations
2. Ensure that existing staff has received any additional training that is needed from the above analysis.  Also, confirm that the initial training programs contain appropriate material covering these tasks as well as the causes and contributors of the events in this SOER.  Incumbent interviews may be used to verify training effectiveness.

3. Ensure the plant has or acquires the special technical knowledge needed to determine the present condition of its large power transformers and supporting equipment.

4. Confirm the plant evaluates or verifies the training and/or qualification of off-site personnel who work on transformers.

5. To maintain the knowledge and proficiency of station personnel, verify that the continuing training topic selection process considers transformer-related topics, including:

A. Recent operating experience

B. Changes to transformer:

i. Operating practices

ii. Monitoring practices

iii. Maintenance practices

iv. Engineering practices

6. Provide training for the station fire brigade on transformer fire response.

7. Provide training for nonlicensed operators and control room operators on transformer fire response.  This training should take into consideration the possible isolation of the unit from the grid, as well as isolation of the site from the grid.


	


	SOER Number
	SOER Title
	Rec.
	Who
	Rec.
	Info Needed
	Result

	2003-2

	Reactor Vessel Head
Degradation at Davis-Besse
	1
	
	Discuss the Davis-Besse case study outline provided with this SOER, or a similar case study, with all managers and supervisors in the nuclear organization.  Continue this effort on a periodic basis and for new managers and supervisors.  Include in the discussions the technical and nontechnical contributors to the event described in WANO Significant Event Report 2002-3 and this SOER.  The case study discussion should include, as a minimum, the following topics:

A. Describe what caused the CRDM nozzle crack and the subsequent degradation of the reactor pressure vessel head, as well as what led to the organization’s inability to identify and correct the situation.


B. Summarize the organizational factors that influenced how decisions were made and the missed opportunities that led to the event.  Contrast the organizational factors in this SOER with your organization, and identify similarities and differences.

C. Discuss the factors at Davis-Besse that resulted in excessive emphasis on production and less emphasis on nuclear safety.


D. Discuss the standards at your station for equipment performance and materiel condition and the expectations for aggressively following up on and correcting degraded conditions when standards are not met.


E. Discuss how your oversight and corrective action programs analyze and aggressively resolve identified deficiencies.


	Review the training materials used in case study discussions with managers and supervisors in the nuclear organization to determine if the minimum topics identified in recommendation 1 were addressed.  Consider the following:

· Learning points should cover topics such as the differences in organizational factors between this station and Davis-Besse, the station’s standards for equipment performance and materiel condition, and the effectiveness of the station’s oversight and corrective action programs.  

· A utility executive or senior manager at the plant should lead the discussion on lessons learned or learning points to reinforce the importance of these lessons learned.

· Review station self-assessments, plant evaluation reports, and other performance reports to determine if the presenters painted an accurate picture of the station’s equipment performance and materiel condition, and corrective action program effectiveness.

2.
Verify that all managers and supervisors attended the case study presentation.  Ensure that continuous training plans are in-place to periodically present this or similar case studies to managers and supervisors, as well as, new managers and supervisors.

3.
Review the case study feedback to gauge session effectiveness.  Did participants identify shortfalls with the case study discussion?  If so, follow up to determine if the shortfalls were corrected.  Did feedback either during the session or later identify organizational, values, beliefs, or process weaknesses that need to be addressed at the station?  Were these weaknesses documented in the corrective action program?

4.
Interview several managers and supervisors to determine their understanding of the causes and contributors to the Davis–Besse reactor vessel head degradation and how the lessons learned apply to their roles at the station.  Consider asking the following questions:

· How is nuclear safety emphasized at the station?

· How did an emphasis on production contribute to the reactor vessel head degradation at Davis Besse?

· How do I influence nuclear safety as part of my normal job function? 

· How do I instill and reinforce a questioning attitude among workers?

· How do you as a manager or supervisor know the condition of equipment in the plant?  (Do managers and supervisors observe maintenance and surveillance activities?)  

· What observations of in-plant activities have you recently observed?  Consider reviewing management observation forms or cards to determine if managers are observing frequently and critically?

· What are the key equipment problems needing resolution at the station?

· What is the current reactor coolant system or drywell unidentified leak rate?

Refer to INSAG-15, Key Practical Issues in Strengthening Safety Culture for examples of other questions to ask management and the workforce
	

	2003-2

	Reactor Vessel Head
Degradation at Davis-Besse
	2
	
	Conduct a self-assessment to determine to what degree your organization has a healthy respect for nuclear safety and that nuclear safety is not compromised by production priorities.  The self-assessment should emphasize the leadership skills and approaches necessary to achieve and maintain the proper focus on nuclear safety.  Consider using WANO Guideline GL 2002-01, “Principles for Effective Operational Decision Making” or the WANO Peer Review “Performance Objectives and Criteria”, Safety Culture section, as the basis for this self-assessment.  Carefully evaluate any problems identified in the self-assessment that could adversely affect nuclear safety.  Incorporate similar assessments in the organization’s ongoing assessment programs.  As a minimum, evaluate achievement of the following attributes:

A. All employees are encouraged to identify degraded conditions and have demonstrated a willingness to escalate their concerns when the conditions are not corrected.


B. Station personnel pursue resolution of important and long-standing equipment and materiel problems and execute plant shutdowns, if appropriate, to effect repairs.


C. Management is involved in important plant activities, especially those having the potential to affect nuclear safety, and exercises accountability and follow-up as appropriate.

D. Managers seek critical feedback from both internal and external sources, and first-hand information is actively sought from those personnel intimately involved with the issues.  


E. Events determined to be significant by the station are recognized and aggressively addressed to determine their root causes and the corrective actions necessary to prevent recurrence.


	Review the station’s self-assessment plan(s) to ensure that the plan(s) are sufficiently broad in scope to address the minimum attributes identified in recommendation 2 (a-e) and that personnel conducting the self-assessment have the requisite experience.  Consider the following:

· Plan includes Principles for Effective Operational Decision-Making as the bases for performing the assessment.

· Leadership skills and approaches necessary to achieve and maintain the proper focus on nuclear safety are assessed.

· Expertise of the individuals conducting the assessment is sufficiently broad to allow them to effectively evaluate leadership and worker skills and behaviors, and to assess across the technical organizations.

· The assessment should include some participation from outside the utility company to gain industry perspective.

2.
Review self-assessment reports/results to determine the effectiveness of the assessment.  Review for the following:

· Have the results been reviewed by senior plant and executive managers?

· Have strengths and weaknesses been clearly identified?

· Have the weaknesses been documented in the corrective action program and the appropriate priority assigned for resolution?  Are corrective actions defined and assigned to an individual with a due date?  Are corrective actions on track for completion?

· Have the self-assessment results been clearly communicated to the station staff?

3.
Determine if discrepancies exist between the strengths and weaknesses identified in the self-assessment report and the evaluation team’s results, specifically in the following areas (recommendation 2, items a-e):

· Employees readily identify and report degraded conditions.  Review corrective action documents and performance indicators.  Interview employees.

· Station personnel pursue resolution of important and long-standing equipment and materiel problems through a review of EP&MC.

· Management is involved in important plant activities.  Interview workers and managers.  Review management observation reports.  Observe manager interactions in the plant and at meetings, such as corrective action and system health review meetings.

· Managers seek critical feedback from both internal and external sources.  

· Events determined to be significant are recognized and aggressively addressed.  Review corrective action program.

Consider discussing these points during a team analysis meeting.

4.
Interview managers and workers to determine if the strengths and weaknesses identified by self-assessments are accurate.

5.
Review the station’s self-assessment guidance document and plans for future assessments to determine if ongoing self-assessments incorporate similar objectives as recommendation 2, items a-e.
	

	2003-2

	Reactor Vessel Head
Degradation at Davis-Besse
	3
	
	Identify and document abnormal plant conditions or indications at your station that cannot be readily explained.  Pay particular attention to long-term unexplained conditions.  The sources for this information might include the corrective action database as well as discussions with experienced plant personnel.  Include unexplained abnormal plant conditions as part of the case study discussion of Recommendation 1.

A. Once abnormal conditions are identified, thoroughly investigate the causes to confirm there is no adverse condition that could impact safety or reliability.  Evaluate the potential effects of these abnormal conditions in the aggregate as well as individually.


B. Evaluate the abnormal conditions for worst-case outcomes, and use that information to help prioritize actions to identify and correct the causes.


C. Establish a method to ensure that senior management is made aware of significant abnormal conditions in a timely manner.


D. Verify that significant abnormal conditions are investigated to determine their root causes, evaluated for their actual or potential effects on plant safety and reliability, and resolved in a manner that is both timely and prevents recurrence.


	Review abnormal conditions identified by the plant to ensure the conditions are evaluated and appropriate corrective actions are taken.  Ensure discrepancies are documented in the station’s corrective action program, have been prioritized, and evaluations assigned.  Review root cause analyses to ensure the analyses are thorough and the extent of condition determined.  Through interviews, verify that senior station management is aware of significant abnormal conditions identified by the staff.

2.
Determine if discrepancies exist between the abnormal conditions identified by the station staff and the evaluation team’s review (plant data reviews, interviews, and observations) for similar problems.  


Data reviews by the team can include but are not limited to:

· event and corrective action reports

· system health reports 

· predictive maintenance results 

· plant performance indicators 

· reactor coolant system or drywell unidentified leak rate 

· chemistry data trends and anomalous indications 

· equipment and system surveillances 

· Inservice testing and inspection (IST/ISI) results 

· Equipment leak detection and trending processes

· Boric acid leak monitoring programs

· BWRVIP and steam generator review reports

· Slightly increasing adverse changes in system parameters over time that are unexplained.


Whenever possible, abnormal conditions noted should be observed first hand, or through the use of remote cameras or video recordings.


Interview a cross-section of the plant staff to determine if they are aware of any abnormal conditions that have not been documented in the corrective action program.  Review trends and performance reports with managers, system engineers, operators, chemistry and maintenance personnel.

Evaluation team observations of plant activities should identify abnormal conditions observed during routine plant operations and maintenance.  Observations during outage periods affords the team the opportunity to observe equipment conditions during major repair and overhaul, as well as, observing areas inside the plant that are not normally accessible, such as the reactor vessel head and containment air coolers.  

If any abnormal conditions are identified by the team that are not identified by station staff, evaluate why the staff is unaware of the problem.

3.
For any abnormal conditions that have been identified and corrective actions taken, ensure that the plant conducts an effectiveness review of the corrective actions.

4.
Verify that station personnel have a questioning attitude and a method to communicate abnormal conditions upward.  Determine through interviews that there is effective downward communication to the originator on the status of identified abnormal conditions.

5.
Determine if the station’s emphasis on identifying abnormal conditions are sustainable.  Key to sustainability is the perception of the workforce about management’s commitment to addressing abnormal conditions, corrective actions that are not rigorous enough to resolve the abnormal condition, a low priority given to many identified abnormal conditions in the work management system, and lastly, multiple deferments of scheduled work intended to resolve abnormal conditions.
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	2004-1
	Managing Core Design Changes
	1
	Huang
	Provide training on this SOER to appropriate senior managers and appropriate engineering, core design, operations, and chemistry employees.
	The intent of the recommendation is to raise awareness of core design, procurement and operation events, their causes and lessons learned by:  
· Reviewing operating experience relating to selected nuclear industry events involving core design and operation

· Obtaining better understanding of the causes of these events

· Reviewing the lessons learned from events relating to core design and operation in order to minimise the challenges to nuclear safety.
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	Assess the extent to which the applicable key aspects of this SOER are addressed and the previous ETR ATL 96-005 recommendations are implemented, and take appropriate corrective actions based on the assessment.  The assessment should consider the following key aspects: change management, chemistry, vendor relationship, and prediction shortfalls.


	
	

	2004-1
	Managing Core Design Changes
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	Change Management 

Perform risk evaluations when making significant changes to the core operating regime or fuel design.  The evaluation should address the potential for anomalous core behavior and identify appropriate contingency plans and monitoring requirements.  Review risk evaluation results and monitoring plans with a senior nuclear executive before proceeding with a significant change.  In addition, members should promptly notify the industry of adverse reactor core or fuel performance events.

Examples of significant changes include power uprates, a chemistry regime change, initial loading of a new assembly design, cycle extension, and life extension of core components, as well as core physics changes.  Core behavior anomalies include axial offset anomaly and deviation or other cases in which the core performs differently from predictions.

The risk evaluation should include the following factors:

1. How the change could affect fuel performance and the potential for incurring anomalous core behavior?  Address the effect on design and operating margins and the potential for synergistic effects resulting from multiple changes.

2. Industry operating experience relevant to the change and the completeness of such operating experience.  Sources of operating experience include WANO OE program information, the station’s operating experience, vendor experience, and owners’ group information, as well as information from industry technical forums and meetings associated with ongoing investigations.

3. Contingency plans for potential adverse core performance following implementation of the change.

4. Monitoring plans to determine how the significant change may be affecting fuel or core performance.
The notification of adverse reactor core or fuel performance events should include evidence of fuel leakage (including minor leaks), core performance prediction shortfalls, malfunctions of core components or rod control systems, or deficiencies found in the core design process.  This notification should occur as soon as practical, consistent with WANO OE programme guideline.  The reporting criteria should be conservative in that events are reported even if causal analysis is incomplete or if the significance of an event initially appears minimal.


	Review the core reload procedures or process descriptions with consideration for the following:

· Procedures or process descriptions should require at the very least a qualitative risk evaluation, based on the scope of the change and the results of the reviews performed below of the potential for the significant change to result in anomalous core behavior.

· For significant changes to the core design there is a documented requirement to review industry operating experience relevant to the change.  Examples of significant change to the core design include a power uprate, a chemistry regime change, initial loading of a new assembly design, cycle extension, and life extension of core components, as well as core physics changes such as increased fuel enrichment, significant changes to rod worth, changes in reactor period, changed moderator temperature coefficient, increased burnable poison loading, boron concentration change, and change in shutdown margin.
· Procedures or process descriptions should require an evaluation of the status of industry operating experience regarding the anticipated significant change.  The evaluation would involve a determination if root cause analysis was complete with plausible causal factors identified.  Procedures or processes should require a description of the operating experience evaluation performed and an evaluation of how the change is bounded by or is outside of the existing industry experience base.

· Procedures or process descriptions should require an evaluation of the existing core following methods and the ability of these methods to adequately monitor the impact of the change on core performance.  As necessary, monitoring plans and contingency plans are available for detecting potential adverse core performance following implementation of the change.  The intent of these plans should be to detect abnormal conditions and avoid occurrence of fuel failures.

2.
Consider using evaluation guidelines from EPRI TR-110689 “Robust Fuel Program Technical Requirements for Nuclear Fuel Performance:”

· For current (proven) designs, minimal fuel surveillance inspection, with a focus on evaluations of fabrication process changes is usually sufficient.  Failed fuel diagnosis is performed for failure events.

· For new fuel designs, depending on the extent of changes, a lead fuel assembly (LFA) program may need to be performed.  Up to eight fuel assemblies should be irradiated in near limiting positions, with different core location sequences, including core shroud positions to full target burnup.  Introduction of larger quantities of assemblies with the new designs should be dependent on results from periodic fuel inspections and agreement between the utility and fuel supplier.

· In the event a fuel design is to be driven to burnups that exceed previously attained levels by >5 GWD/MTU peak pin (axial average), limited numbers of assemblies should be designated as LFAs and operated to the target burnup levels before subjecting additional assemblies to the same burnups.  If a previously demonstrated fuel design is to be subjected to a more severe duty cycle, assemblies experiencing the most severe duty within the core should be designated as LFAs and subjected to a surveillance program to provide early information on the acceptability of the higher duties.

· In the event fuel is intended to operate with an altered primary coolant water chemistry specification that is inconsistent with EPRI guidelines, a fuel surveillance program should be initiated for one or two cycles prior to and after changing water chemistry.  The surveillance efforts (EPRI Water Chemistry Guidelines) must evaluate the corrosion and crud deposition morphology effects on the fuel cladding and determine if any other core components have been affected.

3.
Assessment of recommendation 2a can be performed to a large part during the peer review preparation period.  Review the station corrective action database for the following events:

· fuel leaks (including minor leaks)

· core performance prediction shortfalls

· malfunctions of core components or other equipment affecting reactivity

· deficiencies found in the core design process

WANO OE Network Forum entries should exist for the events noted even though causal analysis information may be limited.

4.
Review procedures or process descriptions to verify they require the frequent, low threshold reporting of core and fuel performance events as specified in the recommendation.
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	Chemistry
Evaluate both the effects of chemistry changes on core performance and core design changes on coolant chemistry as follows:

a. Assess proposed chemistry changes for potential effects on the core design and fuel performance.  The assessment should cover all modes of operation, including low power operation and shutdown conditions.  Examples include assessing the potential effects on fuel or increased potential for axial offset anomaly when considering shortening the length of crud burst cleanup at the beginning of an outage, a change in lithium concentration, or changing to a new type of demineralizer resin.  Additionally, assess the cumulative effect of multiple changes.
b. Include chemistry staff in the review of changes in core operating conditions and core and fuel design changes that could affect coolant chemistry, potentially causing fuel or core performance problems.  For example, include a review of PWR parameters such as expected increases in beginning-of-cycle boron levels (affecting coolant lithium levels and pH), fuel enrichments, and peaking factors (affecting the degree of subcooled boiling).
c. Review chemistry-related industry operating experience, and assess the potential effects on the core design.
d. Review initial and ongoing training needs, including applicable operating experience, for chemistry personnel and core design/nuclear fuels staff on the effects chemistry can have on fuel performance.

	Chemistry department personnel should be involved in the initial core design meetings and gain an understanding so that the following conditions and other potential impacts do not adversely affect fuel or core performance:

· power uprate

· core design changes

· life extension

· increased length of fuel cycles

· modification to system operating parameters (such as Thot ,. pressure, flow rate)

· use of chemical additives and cleaning agents

Chemistry should be firmly established as an integral team member of the core and fuel performance task force that evaluates core and fuel performance and resolves emerging issues.  Chemistry should be aligned with station goals and address core and fuel performance issues in two respects:
· impact of core design on system chemistry

· impact of system chemistry changes on fuel performance

2. Chemistry should communicate with the core/fuel team the importance of industry recommended chemistry guidelines, the basis for deviations from the guidelines and bring to the team potential issues that must be considered such as mode changes or operating parameters that could impact corrosion in the core and/or the steam cycle.
3. Chemistry should make appropriate personnel aware of various chemistry regimes that could impact core design changes and fuel performance, and contribute to changes in core water chemistry conditions.
4. As operating parameters change, chemistry personnel should evaluate the impact on chemistry conditions.  Should chemistry conditions deviate from industry recommended guidelines, chemistry personnel should evaluate the impact of the change on fuel performance.
5. Chemistry should evaluate and be cognizant of operating experience from other stations that have instituted changes in core design and seen changes in fuel performance.  Operating experience should be researched with rigor and closely scrutinized for applicability to the station.
6. Chemistry personnel should closely review system chemistry data to obtain a comprehensive chemistry profile of reactor coolant and compare the data to previous operating cycles to determine reasons for any noted differences.  The magnitude or sudden changes in isotopic concentrations may be indicators of subtle changes in fuel performance.  The data should be trended to scrutinize potential changes in crud transport that could impact fuel performance.  As a member of the core performance team, chemistry should question and understand chemistry related vendor recommendations.
7. Where core modifications could impact control rod blades, the chemistry program should incorporate monitoring practices for radioisotopes such as boron, tritium, cadmium, silver and hafnium because these can indicate control rod degradation and could impact the characteristics of radioactive effluents.
8. Discuss the differences in the old versus new core design for system operating parameters.  As chemistry data is available, include noted differences in system chemistry changes with particular attention focused on corrosion products and changes in the specific activity values of fission products.
9. Include pertinent chemistry-related operating experience obtained from industry recommended documents, industry working committees and vendor groups.
10. Include discussion of gaps noted between predicted system chemistry and actual conditions.  Discuss problems and challenges in controlling primary and reactor water chemistry characteristics.
11. Confirm chemistry’s ongoing communication process with reactor engineering and the core design group of chemistry changes that occur independent of the core design process.
12. Discuss pertinent chemistry strategic plans to ensure that personnel are aware of commitments.

	

	2004-1
	Managing Core Design Changes
	2c
	
	Vendor Relationship

Enhance relationships with fuel vendors through the following actions:
a. Conduct performance-based audits and assessments to determine the strength of vendor processes.  Periodically review the following:
i. Changes made to the design and manufacturing processes

ii. Adequacy of vendor sharing their internal operating experience

iii. Effectiveness of vendor self-assessment and corrective action processes
b. Audits or assessments of vendor core design and fuel fabrication activities should use a performance-based methodology (assessments should look at the actual performance of the fuel fabrication or fuel design, versus being an audit of activities against standards or procedures)


	1. Review procedures and processes to ensure that they require periodic auditing of vendor activities and that a performance-based approach is recommended.
.
2. Obtain audit packages for at least the current and the previous completed fuel cycle.  Assess the following:
· Besides reviews of manufacturing and design processes determine if these audits performed an assessment of the vendor’s responsiveness in providing operating experience to the industry via WANO OE programme, vendor notifications, or other forums that would provide wide dissemination.

· The station’s audit process obtains significant results from other facility’s or organization’s audits of the vendor.  The adequacy of the vendor’s corrective actions for such significant audit findings is assessed.

· The vendor’s corrective action process is assessed with regard to its robustness with the expectation that vendor processes are comparable to the rigorous processes used at most nuclear stations.

· Trends of past audit findings are reviewed.  There is evidence that recurring issues are recognized and that appropriate action is being taken to correct the recurring issues such as, ongoing review during the cycle with utility concurrence required before the vendor can consider a corrective action step complete.

· Stations in their audit processes can use the results of audits conducted by other utilities or organizations in determining if the items in recommendation 3.a have been adequately performed.  The station’s audit should contain evidence that the other organizations audit was thorough and accurately characterized vendor performance in satisfactorily meeting the recommendation.

3. In reviewing the audit packages determine if the audits focus on programmatic issues as opposed to the more effective process focused methods that are used in performance based auditing.  Performance based audits focus on identifying and defining the following four factors:

· Intended function of an item

· Item attributes required to perform the function

· Processes or activities that impart the attributes

· Methods to evaluate the processes or activities

Definitive acceptance criteria are developed and the audit primarily consists of observing vendor processes or activities and evaluating them against the established acceptance criteria.  Criteria include adherence to procedures to provide consistency in meeting design requirements.  EPRI NP-6630, “Guidelines for Performance-Based Supplier Audits,” provides guidelines and examples of performance based audits.
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	Prediction Shortfalls

Address limitations in core performance prediction tools through the following actions:

a. Identify the limitations and appropriate use of the core performance prediction tools used by operators and reactor engineers during normal operations and anticipated transients.

b. Incorporate into operating procedures, or provide in appropriate training, the necessary precautions that would compensate for the limitations associated with core performance prediction tools.

c. Train station operators and reactor engineers on the capabilities and limitations of core design analytical and simulation tools.  Ensure provisions are available for the use of these more sophisticated tools in off-normal situations, when needed.


	1. Obtain from operations or reactor engineering a listing of items used by operators or reactor engineers for predicting core performance during steady state operation or normally anticipated transients.  These items could include nomographs, general guidelines (thumb rules), in-house developed software programs, or highly sophisticated vendor developed software systems (e.g. Westinghouse Beacon system).  Normally anticipated transients could be downpowers for testing or rod pattern adjustments or transients associated with limited disruptions to the secondary plant, which the primary system is expected to withstand.  Some stations may have very sophisticated on-line prediction and monitoring capability that is routinely available to the operators.

2. Discuss with the reactor engineers and/or the operators the technical basis for the available predictive/monitoring tools.  Attempt to answer the following questions:

· How old is the respective tool?

· What changes have been made?

· Under what conditions could the tool provide inaccurate information?

· How are operators informed of these limitations?

· What guidance is available or actions taken to avoid operation where predictive or monitoring capability is limited?

3. For stations with highly sophisticated prediction and monitoring systems such as the Westinghouse Beacon system there may be few limitations affecting normal or anticipated transient operations.  In these cases, assess operator and reactor engineer training and familiarity with the system.

4. Spot check applicable operating procedures or other written guidance for appropriate precautions or notes advising of monitoring and predictive tool limitations.

Interview station reactor engineers to determine what access they have to more sophisticated analytical and simulation tools normally used in the core design process.  Reactor engineers should demonstrate knowledge of what information these more sophisticated tools can provide and provide examples of when such information would be necessary.  Examples could be a grossly in error estimated critical position determination or the core exhibiting anomalous performance.  If more sophisticated tools are not readily available, reactor engineers should demonstrate what processes would be followed to obtain the necessary information.
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This suggested format has been successfully used by peer review teams.  It may look unnecessarily complex, but there is a lot of information to organize, and this approach has proven to work well.

Information:

		Fact – the action (behavior) observed.

		Initials – reviewer’s initials

		Review area – use WANO abbreviations

		Result – is it a positive (strength) or a negative (weakness)?

		Reference – Indicate where the details can be found.  In this case, the information came from observation #23, paragraph #6.
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