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摘要

The combined location routing and inventory problem (CLRIP) is to allocate depots from several potential locations, to schedule vehicles’ routes to meet customers’ demands, and to determine the inventory policy, in order to minimize the total system cost. In this paper, the CLRIP is decomposed into two sub-problems: depot location-allocation problem, and routing and inventory problem. A hybrid heuristic method is proposed to find solutions for CLRIP. An initial solution for CLRIP is determined first. Then a hybrid heuristic combining tabu search (TS) with simulated annealing (SA) sharing the same tabu list is used to improve the initial solution for each sub-problem. The proposed method is tested and evaluated via simulation. The results show the proposed method is better than those existing methods and global search heuristic methods in terms of average system cost.
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正文

一、目的：

International Conference on Production Research(ICPR)為兩年舉行一次之國際性會議，目前已舉辦十八屆，本屆會議約有40國500篇文章發表，為生產管理領域中代表性之會議，主要目的促進生產管理與工業工程領域之研究、產業合作與教學發展，提供製造業與服務業先進之學術理論與實務經驗，以利產業界應用。會議主要探討生產技術、生產資源模式或生產系統設計時資源整合所產生之跨領域問題，對產業升級日益需求之臺灣，為一值得參與之重要研討會，基於上述原因，本人參加ICPR會議，期望能獲得較先進之技術與概念，同時於會中發論文：”A HYBRID HEURISTIC METHOD FOR THE COMBINED LOCATION ROUTING AND INVENTORY PROBLEM”，與其它各國先進互相討論。

二、過程：

The 18th International Conference on Production Research 於民國94年7月31日至94年8月4日在義大利塞雷諾的University of Salerno舉行，此會議共分五天舉行，第一天晚上(31日)為歡迎茶會由塞雷諾市長發表演說，8月1日早上舉行開幕式，之後四天分86場次及數個特別場次分組討論，在會議現場同時有數個poster展覽，本人在30日出發，31日中午到達羅馬後再轉車到塞雷諾的University of Salerno，於1日下午發表一篇文章「A hybrid heuristic method for the combined location routing and inventory problem」於Inventory場次，在主持人與各報告人互相自我介紹後，共有6篇文章發表，其他題目分別為「Analysis of a method for calculating an economic order quantity in inventory models」、「An expert system for the design of a multi-echelon inventory/distribution fulfillment system」、「Lead-time and cost in stochastic inventory system with breakdown」、「Managing expected inventory order crossovers」、「Analysis of standard ordering policies within the framework of MRP theory」，發表時間15分鐘，討論5分鐘，發表者來自世界各國，歐洲國家居多，除了驚訝歐洲文化之外，其生產管理之研究與技術亦相當先進，最後在熱烈討論中結束。

在會議中又參與幾場有關供應鏈的場次，如第5場次Supply chain: configuration，有四篇文章發表：「Configuration of the after-sales service supply chain – an empirical research」、「Flexibility configurations for a supply chain: a cost analysis」、「Agent-based adaptive coordination mechanism for virtual supply chain」、「Partial evolutionary multiplicity: an approach to managing the dynamics of supply structures」，同樣地，發表時間15分鐘，討論5分鐘，本場次來了一些的有名的學者及相當數量學生，同樣是熱烈討論。又參加了第24場次Supply chain coordination，有六篇文章發表：「Detecting disturbances in a supply chain echelon via spectral PCA」、「Determination of when a little bullwhip may be helpful」、「Measure of bullwhip effect in supply chain the case of AR(2) demand process」、「Investigating the bullwhip effect of a hybrid stochastic manufacturing/remanufacturing system」、「Decentralized coordination strategies in a non linear supply chain」、「Variance amplification: the equivalence of discrete and continuous time analysis」，其中有一位報告者未出席，其他五位報告人都提出一些新的見解，因時間充裕，討論時間加長。除了論文報告之外，此會議在每天早上都有一場Plenary Lecture，題目包含「Intelligent production competition strategies for producing enterprises」、「Product development and manufacturing process integration: new frontiers simulation methods and IT tools」、「Next generation of collaborative e-work and robotics in production」、「Lean, green and working backwards: a forward look at reverse logistics」、「Ambient intelligence technologies and the product lifecycle」，因受邀請演講者都是產、官、學知名人士，使演講生色不少，場外同時有各學術單位及廠商的poster展覽。
三、心得：

本會議為兩年舉行一次之國際性會議，約有40國500篇文章發表，為生產管理領域中代表性之會議，本屆會議於義大利塞雷諾舉行，主要目的促進生產與工業工程領域之研究與教學發展，提供製造業與服務業先進之學術理論與實務經驗，以利產業界應用。會議主要探討生產技術、生產資源模式或生產系統設計時資源整合所產生之跨領域問題，對產業升級日益需求之臺灣，為一值得參與之重要研討會。同時臺灣若能爭取舉辦這類研討會，經由政府主辦，各大學協辦，定能提高國際知名度、研究水準及產業知識水準。

此次會議地點選擇在義大利塞雷諾，為一風景優美、附近文化古蹟特別多的地方，非常適合開會及旅行，對於歐洲文化亦有其代表性，可讓遠地而來的參與者快速瞭解其文化。很高興見到多位世界各地知名學者參與，共同討論目前生產管理中重要議題如供應鏈等，不但可認識其他國家之文化，也可瞭解目前最先進之生產技術。臺灣學者有多人參加，樂於見到國科會能支持學者參與此會議，對國家聲譽有極大的幫助，相信這些學者在未來研究或教學上，定能有所進步，最後承蒙國科會支持，參與此會議發表研究成果，獲益良多，在此致謝。
附錄：

論文「A Hybrid Heuristic Method for the Combined Location Routing and Inventory Problem」內容。

A HYBRID HEURISTIC METHOD FOR THE COMBINED LOCATION ROUTING AND INVENTORY PROBLEM

S.C. Liu1, C.C. Lin2
 Department of Management Information Systems, National Pingtung University of Science and Technology
Pingtung, TAIWAN 912

Abstract

The combined location routing and inventory problem (CLRIP) is to allocate depots from several potential locations, to schedule vehicles’ routes to meet customers’ demands, and to determine the inventory policy, in order to minimize the total system cost. In this paper, the CLRIP is decomposed into two sub-problems: depot location-allocation problem, and routing and inventory problem. A hybrid heuristic method is proposed to find solutions for CLRIP. An initial solution for CLRIP is determined first. Then a hybrid heuristic combining tabu search (TS) with simulated annealing (SA) sharing the same tabu list is used to improve the initial solution for each sub-problem. The proposed method is tested and evaluated via simulation. The results show the proposed method is better than those existing methods and global search heuristic methods in terms of average system cost.
Keywords: 

Combined location routing and inventory problem (CLRIP); Tabu search; Simulated annealing; Hybrid heuristic method;
1. Introduction

The combined location routing and inventory problem (CLRIP) is to allocate depots from several potential locations, to schedule vehicles’ routes to meet customers’ demands, and to determine the inventory policy (such as order quantity during each production run, order-up-to level for replenishment, etc.) based on the information of customers’ demands, in order to minimize the total system cost (including location, transportation, and inventory costs). CLRIP consists of three sub-problems: depot location-allocation problem, vehicle routing problem, and inventory control problem. The decisions for solving these three sub-problems are interrelated to one another. For example, when the order quantity during each production run decreases, transportation cost will increase and inventory cost will decrease [1]. Furthermore, the routing and inventory control decision will affect the decision of depot locations since locations are determined based on the minimal system cost criterion. Inversely, when the depot locations are determined, the vehicle routing and inventory policy will be affected and decided based on the minimal total system cost criterion. Hence, how to determine depot locations, vehicle routing, and inventory policy, becomes an important issue in designing distribution systems such as food and drink industries, delivery to retail shops, and distribution of various consumer goods [2-3].

In this paper, to determine depot locations, vehicle routing, and inventory policy are based on the minimal system cost criterion. As for the assumptions for vehicle routes, the following constraints are adopted: (1) the total demand for customers on any route is not greater than the vehicle service capacity, (2) the order quantity during each production run on any route is not greater than the vehicle capacity, and (3) each route is served by one vehicle. 

The location routing problem (LRP) composed of two sub-problems: depot location-allocation problem and vehicle routing problem, has been shown to be NP-hard [4]. Since CLRIP is more complex than LRP, thus CLRIP belongs to the class of NP problems. Liu and Lee [3] proposed a heuristic method to find solutions for CLRIP. The initial solution using route-first, location-allocation second approach based on the minimal system cost is determined. Then an improvement heuristic search for a better solution based on the initial solution is developed. However, the improvement search is a local-optimality search. For avoiding to be trapped in local optima, global search heuristic methods (such as tabu search, simulated annealing, etc.) have been used for solving the combinatorial problems [5]. However, there is no global search heuristic method proposed for solving CLRIP until now. Since the problem structure of LRP is similar to that of CLRIP, thus global search heuristic methods used in LRP are reviewed in this paper. Renaud et al. [6] proposed a tabu search algorithm for the multi-depot vehicle routing problem with capacity and route length restrictions. Three search strategies: fast improvement, intensification, and diversification are used in tabu search to improve effectiveness and efficiency. Tuzun and Burke [7] proposed a two-phase tabu search for the location routing problem. The two-phase approach coordinates two tabu search mechanisms – one seeking a good facility configuration, the other a good routing that corresponds to this configuration. Wu et al. [4] proposed a simulated annealing algorithm for solving the location routing problem. The problem is divided into two sub-problems: the location-allocation problem and the vehicle routing problem. Each is solved by the simulated annealing algorithm with tabu lists to avoid cycling.

According to the review above, we conclude that CLRIP can be decomposed into two sub-problems: depot location-allocation problem, and routing and inventory problem. Each sub-problem can be solved by a hybrid heuristic combining tabu search (TS) with simulated annealing (SA) sharing the same tabu list, where TS and SA are two well-known methods to solve the combinatorial problems such as CLRIP. The reasons for choosing the hybrid heuristic approach are: (1) to share the same tabu list between TS and SA to avoid search cycling and improve search efficiency, and (2) to improve search effectiveness.

2. Model Formulation for the Multi-depot Location Routing Problem
2.1 Assumptions and notations 

2.1.1 Assumptions

1. We are dealing with the single-product multi-depot location-routing problem.

2. Each customer is served by exactly one vehicle.

3. Each route is served by one vehicle.

4. The total demand on each route is less than or equal to the vehicle service capacity.

5. Each route begins and ends at the same depot.

6. Fleet type is homogeneous (vehicle capacities are the same). 

7. We know the following:

a. number of candidate depots;

b. number of customers;

c. demand of each customer, which is stochastic;

d. vehicle capacity;

e. vehicle service capacity;

f. ordering cost;

g. depot establishing cost;

h. shortage cost;

i. holding cost;

j. probability density function for customers’ demand of each route during lead time.

2.1.2 Notations

M: number of candidate depots

N: number of customers

K: number of vehicles (or routes)

b: vehicle capacity
MaxSup: vehicle service capacity

NOD: number of open depots

FCj: cost of establishing depot j

c: cost of dispatching vehicles

cm: traveling cost / unit distance

h+ : holding cost / unit time/ unit product

hs: shortage cost / unit product

A: ordering cost / each order

h: index of depots or customers (1 ≤  h ≤  N+M)

g: index of depots or customers (1 ≤  g ≤  N+M)

i: index of customers (1 ≤  i ≤  N) 
j: index of depots (N+1 ≤  i ≤  N+M)
k: index of vehicles or routes (1 ≤  k ≤  K)
Vk: set for route k with an open depot (1 ≤  k ≤  K)
Diskgh: total distance for route k.

Qkgh : number of units produced for route k during each production run.

ULkgh: average demand for route k during lead time.

Dkgh: total demand for route k.

Rkgh: order-up-to level for replenishment of route k.

B(Rkgh): expected shortage number for route k during each production run.

fL(x): probability density function for customers’ demand of each route during lead time L, x is the random demand during lead time L.

Yij : 1, if customer j is allocated to depot i; 0 otherwise.

Zj : 1, if depot j is established; 0 otherwise.

Xkgh: 1, if point g immediately proceeds point h on route k; 0 otherwise.

2.2 Model formulation
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In the above formulation, the objective function is to minimize the sum of depot establishing cost, transportation cost, and inventory cost. Constraint (1) states the amount of each delivery to customers must be less than or equal to vehicle capacity. Constraint (2) insures the total demand for route k is less than or equal to vehicle service capacity. Constraint (3) states each customer only appears in one route. Constraint (4) insures each route begins and ends at the same depot. Constraint (5) insures that every point entered by the vehicle should be the same point the vehicle leaves. Constraint (6) insures a route cannot be served by multiple depots. Constraint (7) states a customer can be allocated to a depot only if there is a route passing by that customer. Constraints (8)-(10) insure the integrality of decision variables.

3. The Proposed Heuristic Method
In this paper, a hybrid heuristic method is proposed to solve CLRIP consisting of two sub-problems: depot location-allocation problem, and routing and inventory problem. First of all, the heuristic method proposes an initial solution procedure for CLRIP. Then a hybrid heuristic combining TS with SA sharing the same tabu list is proposed to find solutions for each sub-problem of CLRIP separately and alternatively. The procedure of this heuristic method is as follows (Figure 1):
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Figure 1: The flowchart for the proposed heuristic method.
Obtaining the initial solution

Step 1. (1) Set r = 1, k = 1, MaxSup = vehicle service capacity, count = 1. (2) Put all customers into a set F. (3) Put all depots into a set E. 

Step 2. (1) Randomly select a customer from F. (2) Put the customer into Vk. (3) Delete the customer from F. (4) Set k = k+1.

Step 3. Is F empty? If yes, go to step 4. Otherwise, go to step 2.

Step 4. (1) Select a depot from E with the shortest path to the centroid of Vr. (2) Put the depot into Vr. (3) Set r = r +1.

Step 5. Is r > k? If yes, go to step 6. Otherwise, go to step 4.

Step 6. (1) Compute the total system cost SC. (2) Set the initial solution SC and Vt as the temporary best solution (Let the best solution X* = the current solution X0 (Vt for 1≤ t ≤ k) and SC(X*) = SC(X0)).

Improving solution quality at the depot location-allocation stage:

Step 7. Generate a candidate move (from X0 to the candidate solution X1) using drop procedure or swap procedure randomly at the depot location-allocation stage. The drop procedure is to randomly select an open depot Di in a route Vi and find another open depot Dj that is nearest to the route Vi. Substitute Di with Dj to serve the customers in Vi. Close Di. The swap procedure is to randomly select two open depots: Di in Vi and Dj in Vj. Exchange Di and Dj.

Step 8. Are the total demands of customers in Vi and Vj less than or equal to MaxSup and the order quantities during each production run in Vi and Vj less than or equal to vehicle capacity? If yes, go to step 9. Otherwise, go to step 7.

Step 9. Is the candidate move in the tabu list (The length of tabu list is set equal to 7 [8])? If yes, go to step 10. Otherwise, (1) update Xo = X1, SC(Xo) = SC(X1), (2) update the tabu list at the depot location-allocation stage, and (3) go to step 11.

Step 10. Is SC(X1) ( SC(X*)? If yes, (1) update X* = X1, SC(X*) = SC(X1), (2) update Xo = X1, SC(Xo) = SC(X1), (3) update the tabu list at the depot location-allocation stage, and (4) go to step 11. Otherwise, go to step 7.  

Step 11. Initialize the parameters for simulated annealing search such as initial temperature (=70), reheating factor r (=0.9), stopping temperature (=10) [9]. 

Step 12. Generate a neighboring solution X1 as the next candidate solution using drop procedure or swap procedure randomly (Please refer to step 7 for the details of these two procedures). 

Step 13. Are the total demands of customers in Vi and Vj less than or equal to MaxSup and the order quantities during each production run in Vi and Vj less than or equal to vehicle capacity? If yes, go to step 12. Otherwise, go to step 14.

Step 14. Is the move (from X0 to the neighboring solution X1) in the tabu list? If yes, go to step 12. Otherwise, go to step 15. 

Step 15. Is the neighboring solution accepted?

1. Let ΔSC = SC(X1) – SC(X0).

2. If ΔSC ( 0, then Xo = X1, SC(Xo) = SC(X1) and update the tabu list at the depot location-allocation stage. And if SC(X1) ( SC(X*), then X* = X1, SC(X*) = SC(X1). 

3. If ΔSC > 0，then Xo = X1, SC(Xo) = SC(X1) with probability exp(-ΔSC/ T) and update the tabu list at the depot location-allocation stage.

Step 16. Should the procedure stop under the temperature T? If yes, go to step 17; otherwise, go to step 7. When the number of accepted solutions under the temperature T reaches to a predefined value, the following condition should be checked:
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Where 
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 is the average objective value of accepted solutions under the temperature T. 
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 is the average objective value of accepted solutions before T. ( is a predefined equilibrium value (0 < ( < 1). If the above condition is satisfied, the equilibrium state has been reached and the procedure stops under T [10].

Step 17. T = T ( r.

Step 18. Is the stopping criterion (T < stopping temperature) at the depot location-allocation stage matched？If yes, go to step 19; otherwise, go to step 7.

Improving solution quality at the routing and inventory stage:

Step 19. Generate a candidate move (from X0 to X1) using insertion procedure, swap procedure, or new-route generation procedure randomly at the routing and inventory stage. The insertion procedure is to randomly select two routes: Vi and Vj. Then randomly select a customer C1 in Vi. Find two customers, C2 and C3 in Vj that are nearest to C1. Put C1 into Vj and the delivery sequence is C2, C1, and C3. Delete C1 from Vi. The swap procedure is to randomly select two routes: Vi and Vj. Then randomly select a customer C1 in Vi and a customer C2 in Vj that are nearest to C1. Exchange C1 and C2. The new-route generation procedure is to randomly select a route Vi. Then randomly select a customer C1 in Vi and put it into a new generated route Vj. Delete C1 from Vi.

Step 20. Are the total demands of customers in Vi and Vj less than or equal to MaxSup and the order quantities during each production run in Vi and Vj less than or equal to vehicle capacity? If yes, go to step 21. Otherwise, go to step 19.

Step 21. Is the candidate move in the tabu list (The length of tabu list is set equal to 7 [8].)? If yes, go to step 22. Otherwise, (1) update Xo = X1, SC(Xo) = SC(X1), (2) update the tabu list at the routing and inventory stage, and (3) go to step 23.

Step 22. Is SC(X1) ( SC(X*)? If yes, (1) update X* = X1, SC(X*) = SC(X1), (2) update Xo = X1, SC(Xo) = SC(X1), (3) update the tabu list at the routing and inventory stage, and (4) go to step 23. Otherwise, go to step 19.

Step 23. Initialize the parameters for the simulated annealing search such as initial temperature (=70), reheating factor r (=0.9), stopping temperature (=10).

Step 24. Generate a neighboring solution X1 as the next candidate solution using insertion procedure, swap procedure, or new-route generation procedure randomly (Please refer to step 19 for the details of these three procedures).

Step 25. Are the total demands of customers in Vi and Vj less than or equal to MaxSup and the order quantities during each production run in Vi and Vj less than or equal to vehicle capacity? If yes, go to step 26. Otherwise, go to step 24.

Step 26. Is the move (from X0 to X1) in the tabu list? If yes, go to step 24. Otherwise, go to step 27.

Step 27. Is the neighboring solution accepted?

1. Let ΔSC = SC(X1) – SC(X0).

2. If ΔSC ( 0, then Xo = X1, SC(Xo) = SC(X1) and update the tabu list at the routing and inventory stage. And if SC(X1) ( SC(X*), then X* = X1, SC(X*) = SC(X1). 

3. If ΔSC > 0，then Xo = X1, SC(Xo) = SC(X1) with probability exp(-ΔSC/ T) and update the tabu list at the routing and inventory stage.

Step 28. Should the procedure stop under the temperature T? If yes, go to step 29; otherwise, go to step 19.


Please refer to step 16 for the details.

Step 29. T = T ( r. 

Step 30. Is the stopping criterion (T < stopping temperature) at the routing and inventory stage matched？If yes, go to step 31; otherwise, go to step 19.

Stopping criterion is matched?

Step 31. Is count equal to max_count (=5) ? If yes, stops. Otherwise, (1) set count = count +1 and (2) go to step 7.

4. Computation Results and Comparisons
In order to examine the computational effectiveness and efficiency of the proposed heuristic method (H1), three methods are used to compare with the proposed method. The first method is a heuristic (H2) proposed by [3]. The other two methods are simulated annealing search (H3) and tabu search (H4). The heuristic methods are coded using Visual C++ programming language and the tests are carried out on a PC Pentium 1.4G.

For evaluating the proposed heuristic H1, the test problems are divided into two categories: small and larger size. For small-sized problems with up to 4 candidate depots and 8 customers, the solutions for H1 H2, H3 and H4 are compared to the optimal solution yielded by enumeration search. A set of 45 tests classified in nine different problem sizes (2 candidate depots × 4 customers, 2 candidate depots × 6 customers, 2 candidate depots × 8 customers, 3 candidate depots × 4 customers, 3 candidate depots × 6 customers, 3 candidate depots × 8 customers, 4 candidate depots × 4 customers, 4 candidate depots × 6 customers, 4 candidate depots × 8 customers) was designed to evaluate the performance of the heuristic solutions versus the optimal solutions. Each problem instance contained 5 tests. The detailed settings for each test problem are as follows [3]:

1. The demand for each customer is selected from a uniform distribution U[450, 600] for each month. 

2. The demand during lead time for each customer is selected from a uniform distribution U[0, 10]. 

3. The location (x, y) of each customer and candidate depot is selected from a uniform distribution U[0, 100]. 

4. The vehicle capacity is 300. 

5. The vehicle service capacity is 4000. 

6. The fixed ordering cost is 20.

7. The vehicle dispatching cost is 25

8. The shortage cost is 2.

9. The holding cost is 0.5.

10. The distance cost is 1/ unit distance

Table 1 shows the average solution quality and average CPU times for H1, H2, H3, H4 and optimal solutions. It can be seen that the proposed heuristic solutions (H1) are better than or equal to those of H2, H3, and H4 and near optimal (or optimal) in different small-sized problems. The average CPU times are less than or equal to 16.5 seconds for H1, H2, H3, and H4. However, the maximal average CPU time for obtaining optimal solutions is 19371 seconds. The larger the problem size, the larger the computational time for obtaining optimal solutions. The heuristic methods are more efficient than the optimal procedure.

Table 1: Results for small-sized problems (cost: The average system cost of 5 test problems per instance. cpu: The average CPU time of 5 test problems per instance (unit: second).).

	No. of candidate depots
	No. of customers
	Optimal
	H1
	H2
	H3
	H4

	
	
	cost
	cpu
	cost
	cpu
	cost
	cpu
	cost
	cpu
	cost
	cpu

	2
	4
	2194.6
	0.05
	2194.6
	0.05
	2368
	0.05
	2194.6
	0.05
	2194.6
	0.05

	2
	6
	3229.8
	2
	3229.8
	1
	5189
	0.05
	3229.8
	1
	3229.8
	1

	2
	8
	3787.6
	146.6
	3805.6
	15.5
	6232.4
	0.05
	3956
	15.2
	3850.6
	11.4

	3
	4
	2178.2
	0.05
	2178.2
	0.05
	2302
	0.05
	2178.2
	0.05
	2178.2
	0.05

	3
	6
	3126
	11.6
	3126
	2.9
	5135.4
	0.05
	3126
	2.9
	3126
	2.6

	3
	8
	3750
	2566.8
	3799.4
	16
	6122.8
	0.05
	3921.2
	15.3
	3846
	11.5

	4
	4
	2092.2
	0.05
	2092.2
	0.05
	2289.6
	0.05
	2092.2
	0.05
	2092.2
	0.05

	4
	6
	3073.8
	48.6
	3192.6
	8.1
	5059.6
	0.05
	3273
	7.3
	3261.8
	7

	4
	8
	3745.6
	19371
	3790
	16.5
	6016.2
	0.05
	3900
	15.8
	3835.6
	12


For larger-sized problems, the optimal solutions cannot be obtained in a reasonable time and there is no tight lower bound for this problem. The performance of the proposed heuristic is evaluated against the solutions of H2, H3 and H4. A set of 45 tests classified in nine different problem sizes (10 candidate depots × 100 customers, 10 candidate depots × 150 customers, 10 candidate depots × 200 customers, 15 candidate depots × 100 customers, 15 candidate depots × 150 customers, 15 candidate depots × 200 customers, 20 candidate depots × 100 customers, 20 candidate depots × 150 customers, 20 candidate depots × 200 customers) was designed to evaluate the performance of the heuristic solutions. Each problem instance contained 5 tests. The detailed settings are the same as those in small-sized problems. Table 2 shows the average solution quality and average CPU times for H1, H2, H3, and H4 for larger-sized problems. It is found that H1 is better than H2, H3, and H4 in terms of average system cost in all problems. When the number of candidate depots increases, the average system costs for H1, H2, H3, and H4 decrease because more choices for depot locations are available. When the number of customers increases, the average system costs for H1, H2, H3, and H4 increases because the transportation and inventory cost increases to meet the demands of increased customers. As for the computational time, it increases for these four methods when the problem size becomes large. Although the CPU times for H1 is higher than those for H2, the average system costs for H1 are much less than those for H2. In addition, the CPU times for H1 are acceptable. Hence it is worthwhile searching for better solutions based on H1.

Table 2 : Results for larger-sized problems (cost: The average system cost of 5 test problems per instance. cpu: The average CPU time of 5 test problems per instance (unit: second).).

	(1)
	(2)
	H1
	H2
	H3
	H4

	
	
	cost
	cpu
	cost
	cpu
	cost
	cpu
	cost
	cpu

	10
	100
	44553
	40
	68959
	5
	51970
	41
	45618
	44

	10
	150
	64693
	68
	93816
	7
	68150
	68
	65931
	79

	10
	200
	84232
	141
	122074
	8
	86587
	146
	86605
	134

	15
	100
	43499
	72
	68132
	8
	48631
	71
	44713
	61

	15
	150
	62635
	90
	90023
	9
	64089
	85
	63736
	82

	15
	200
	80466
	152
	119784
	11
	83927
	145
	83808
	149

	20
	100
	42240
	106
	63813
	14
	46455
	105
	43831
	105

	20
	150
	62308
	124
	90011
	17
	63617
	133
	63451
	141

	20
	200
	79234
	160
	119361
	24
	82562
	155
	81819
	158


(1): Number of candidate depots, (2): Number of customers

5. Conclusions

In this paper, we have developed an effective heuristic method for the combined location routing and inventory problem, which still remains as computationally intractable. The proposed heuristic method is better than those heuristic methods searching for local optima and pure global search heuristic methods in terms of average system cost. Though the computation time for the proposed method is longer than the local optima search method, it is still an acceptable and promising method.

Two related research directions are as follows: (1) develops a method for solving the CLRIP taking other constraints into considerations such as multiple vehicle fleet types, time window for customers’ demand, etc. (2) develops a multiple-objective model for the three parts: manufacturers, distributed service suppliers, and retailers. 
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