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摘要：

在電腦興起後，圖書館自動化逐漸盛行，於是有機讀目錄（Machine Readable Cataloguing, MARC)的產生，利用電腦來提昇編目效率，和結合資料庫來改善檢索效率。因為網際網路和 WWW的緊密結合，資訊傳播的障礙已大大的降低，兩者的結合提供一條非常方便和快速的傳播管道，使資料得以日夜不息的在全球流動。資訊傳播障礙的移除，引發了二個看似迥異卻又相關的問題。這是因為目前在 WWW上使用的檢索引擎，基本的運作方式是屬於全文檢索，主要是透過自動抓取程式，在網際網路上抓取網頁，然後以自動拆字(或詞)作索引的方式來建立其資料庫，做為檢索的基礎。此種運作方式固然可滿足部分檢索需求，但很明顯有其他問題產生，低效率和無法有效過濾資料是最為人詬病的。

收集資料時，大家經常會面臨到的問題之一，是所得到的資料回覆量太多，經常可有上萬條款目，實無法一一來加以過濾，更糟的是，排在前面的款目，又往往不是你所真正需要的，頗使人進退維谷，祇有瞎猜亂挑。很明顯的，我們需要更多的資訊，來從回覆的款目當中，挑選我們真正需要的資料，而這些資訊必須由資料提供者來提供，因此如何制定一套資料描述格式，來有效率的描述資料，成為一個重要的課題，這正是元資料（Metadata）日漸受到重視的原因。

除針對個人在學術領域中學習心得之報告外，值得一提的是有機會到美國國會圖書館（位於美國華府）實習工作三個月。由於美國國會圖書館為全球北美「資訊研究」分類規則之泰斗，且兼負國會資訊服務之功能，故期間在學術領域與實務經驗上，均有相當豐碩的收穫。
1. INTRODUCTION

Metadata is a structured set of elements that describe a resource. This enables people searching for electronic information to find the information they are seeking more efficiently. It serves a similar function to cataloging information in a library. Metadata is invaluable for both discovering and using resources because it succinctly describes, manages and catalogs these resources.

Unlike the catalog card and book, however, metadata must be updated when the resource is changed. Some resources may have an expiry date (eg election information), others may be added to regularly, while others may rarely change at all. Including administrative metadata in a metadata record will assist in maintaining currency.
In the past, the metadata has often been treated as a second-class citizen. With the advent of computers and our incessant need for data, we have introduced techniques to store data permanently on a secondary storage. These data can then be retrieved and used by application programs. File managers are used to store and retrieve data from the secondary storage. To accomplish their job, file managers use such metadata as field names and filenames. This use of metadata, along with the actual data, now has extensively been ingrained in the database management technology. 

Nowadays, with the recent Internet expansion, persons all over the world can access more and more document databases. Extensible markup language (XML) is a recently introduced meta-language standard on the Web. It provides the rules for development of metadata standards for information transfer in specific fields. XML allows development of markup languages that describe what information is rather than how it should be presented. This allows computer applications to process the information in intelligent ways. In contrast hypertext markup language (HTML), which fuelled the initial growth of the Web, XML is a metadata standard concerned exclusively with presentation of information. Besides its potential for revolutionizing Web activities, XML provides an opportunity for development of meaningful data standards in specific application fields. The rapid endorsement of XML by science, industry and e-commerce has already spawned new [image: image2]

 standards in such fields as mathematics, chemistry, astronomy, multi-media and Web micro-payments. Development of XML-based metadata standards in the library settings would significantly reduce the effort currently wasted on manipulating and reformatting data between different computer platforms and applications and would ensure compatibility with the new generation of Web browsers.


metadata
2. EVOLUTION OF THE METADATA CONCEPT
Metadata is a term that has been used and misused many times in the past. Webster defines "meta" as a more comprehensive term needed to "describe a new and related discipline designed to deal critically with the original one." Metadata consequently then describes a discipline that fosters the study of data about data. 

The origin of metadata can be traced back to how we use measurement units. The purpose of a unit is to describe a property of an object. For example, the length (a physical property) of a stick (an object) is 5 ft (a measurement unit). This example uses for one object, a data item (the number 5) and two metadata items (length and a measuring unit).
To describe the evolution of the concept of metadata, we look at each decade starting with the 1960s. 

2.1  The 1960s

Early work with files presumed that files were on tapes. Access was sequential and the cost of access grew in direct proportion to the size of the file. Simple indexes were used to speed up the access. However, as the indexes grew, they too became difficult to manage. Due to this reason, in the early 1960s, the idea of applying tree structures emerged as a potential solution. In the late 1960s, using the work of B- trees and B+ trees, many commercial vendors created file systems that were faster and were not sequential. For all file systems, the format of the records is first determined. The field names of the records and their data types are essentially metadata used in the file. 

During this period, the use of metadata in program development has also been fairly discrete. For example, in attempting to reuse code, programming languages allow applications to include codes from their software libraries. 

2.2 The 1970s

The 1970s could be called the decade that started the metadata phenomenon. With the advent of database management system (DBMS), the use of metadata increased tremendously. For example, in relational DBMS, the metadata is extensively used to define data. These metadata include relation names, attribute names, key and domain information. The collection of metadata is used to define schema and subschema. In 1976, with the introduction of entity relationship (ER) data model and later with the advent of other semantic data models, higher-level metadata were being used. As the semantic data models (like ER) did not have a supporting DBMS, a translation mechanism was deployed to translate the higher-level (like ER) metadata to relational metadata. 

2.3 The 1980s

With the success of database management systems to store and retrieve business data (which are essentially flat), efforts were made to look into non-business data types. These data types came from diverse application areas such as Computer-Aided Design/Computer-Aided Manufacturing (CAD/CAM), Computer-Aided Software Engineering (CASE), Geographic Information System (GIS), document storage and retrieval, science and medicine. The notion of data, at this time, got replaced by a term called asset. An asset is a piece of useful item that is a product or by-product of application development process. An asset can be more tangible, like data (as before), designs and software code, or more intangible, such as knowledge and methodologies. Tangible asset can take a form of a large-grained component like framework or a complete application; it can also be a fine-grained component like subroutine, a class, or an encapsulated component. It can include patterns [6] and algorithms [6]. Examples of intangible asset can include programming knowledge, programming plans, software system architectures, project plans, design documents, user documents and other relevant knowledge sources. 

Just like data, assets need to be stored on disks to be reused. Assets are, however, much more complicated than simple business data and are difficult to store and access. Several new database paradigms were proposed at this time that deal with assets and their metadata semantics. This includes Complex Object Model [3], Nested Relation Data Model [4 and 20] and Object-Oriented Data Model [1]. 

Accessing these assets was mainly done through object queries. An asset is stored as an object or a collection of objects. The queries use metadata that are usually class definitions and class hierarchies. Class definitions are very much like table definitions with some exceptions. They include attribute definitions along with method definitions for the class. Three predominant relationships used in building class hierarchies are aggregation [3], part–whole [3] and generalization [3]. Aggregation relationship dealt with relationships among classes that are related. For example, course class is related to student class and instructor class. Part–whole, on the other hand, dealt with composition. For example, vehicle class is composed of chassis class, engine class and others. Generalization (also known as "is-a") relationship was used to show classification among classes. For example, motor-vehicle and airplane classes are the subclasses of vehicle class. Generation relationship allows the subclasses to inherit the properties of the superclass. 

As database management systems access data through indexing, the query to access an asset eventually finds all parts of the asset from the database and combines them to create the asset. However, it is sometimes difficult to store an asset as a collection of objects in a database. This is because the asset may be a package (like a code package or a document) that cannot be decomposed into objects. To help in this process, metadata was again utilized. A classification scheme, based on metadata, was proposed by Prieto-Diaz [15]. The idea of the classification scheme was to show relationships by collection, that is, to keep related classes more or less together according to the closeness of the relationship. He introduced the notion of faceted classification scheme. A facet is an arranged group of descriptors. For example, in the Unix domain, a facet could be {by action} [15]. A facet takes on terms or values. The {by action} facet can take terms like get, put, update, append, check and others. 

2.4 The 1990s

In the 1990s, we see three separate research paradigms emerge that were responsible to move the metadata technology forward. We describe them one by one as follows. 

2.4.1  Metadata in code reusability

The notion of code reusability in software development, started in the 1980s with Japanese software factories [13], became very important in the 1990s. 

To facilitate the code reusability, research on software development environment flourished. A software development environment (SDE) is a collection of software and hardware tools, which explicitly tailored to support the production of software systems in a particular application domain [13]. A SDE uses metadata in all of its operations. The objective of the use of metadata is to support the tools used in the SDE. Many kinds of SDEs are currently in practice. These environments are classified into three major groups [13]: Programming Environments (PE), CASE and Software Engineering Environments (SEE). A PE is an environment that is principally intended to support the process of programming, testing and debugging. A CASE is an environment that supports software specification and design. It can also be used with a programming environment. A SEE is intended to support the production of large, long-lifetime software systems, the maintenance costs of which typically exceed development costs and are produced by a team rather than individual programmers. REuse Based on Object-Oriented Techniques (REBOOT) by Morel and Faget [14] is an example of Programming Environment tool that supports storage and retrieval of code components. It uses the facet-based classification scheme to create the metadata of the components. Four such facets are used: abstraction, operations, operates-on and dependencies. In systems like this, the metadata is stored in a database. If code library gets updated, corresponding entries in the database are changed. 

2.4.2 Metadata in asset repository

According to Bernstein [2], an asset repository (also called a repository) is a shared database of information about engineered artifacts, such as software, documents, maps and other things. In other words, a repository is a metadata manager. For example, a repository that supports software development and deployment tools could store metadata such as database descriptions, form definitions, controls, documents, interface definitions, source code, help text and others. The objective of the use of metadata in a repository context is to emphasize the selection and integration of diverse tools that support the different kinds of data. 

2.4.3 Metadata in data warehouse

Metadata took a significant role in the 1990s due to the advent of data warehouse concept. Kimball et al. [8] define metadata in the context of data warehouse as "all of the information in the data warehouse environment that is not the actual data itself." The metadata in the data warehouse context are basically of two kinds: back room metadata and front room metadata. The back room metadata is process related and guides the extraction, cleaning and loading processes. Examples include specifications typically related to source data, such as source schemas, old formats for archived mainframe data, ownership description of the source, automated extract tool settings and others; data staging metadata such as data cleaning specifications, slowly changing dimension policies and others; data transform logs; and DBMS system table contents. The front room metadata is more descriptive, and it helps query tools and report-writers function smoothly. Examples include join specifications, network security user privilege profiles, usage and access maps, network security usage statistics and others. 

The need of asset repositories became crucial in the late 1990s as software projects increasingly were focused on integrating and reusing codes, classes, components, patterns, frameworks and applications. The need is also fueled by the massive use of data warehouse techniques in the brick and mortar industry along with the web world to develop decision support using huge operational data. 

2.5 2000 and beyond

Starting from the simple filenames, field names and field types, metadata in the 1970s described data definitions as modeled by various data models. In the 1980s, with the advent of object-oriented programming, the metadata started to include class definitions and class hierarchies (aggregation and generalization). A special kind of classification scheme called faceted classification was introduced in the 1980s for classifying assets. In the early 2000, however, a major effort in dealing with metadata is in the recognition of the need for the creation of a metadata standard. This standard was fueled by the fact that unlike the software development, a data warehouse project needs heterogeneous tool and data environments. For example, in the data warehouse world, data quality tools, data modeling tools, ETL tools and end-user tools developed by different vendors with entirely different specifications. The integration using a metadata standard allows them to communicate with each other. The data in a data warehouse can also be of various types and format. A standardization effort will also help in data integration.
3. XML Evolution

XML has evolved from standard generalized markup language (SGML), a meta-language (language about languages) which in turn evolved within the printing and publishing industries. HTML is an implementation of SGML developed specifically for presentation and linking of documents on the Web. It has been so successful that its limitations are beginning to restrict Web growth. Hence the needs for a more generalized approach like XML. 

3.1 SGML and the publishing industry

For generations, printers and editors scribbled notes on manuscripts to instruct typesetters. This "markup" evolved on its own until the mid-1980s, when it became an International Organization for [image: image4]

 (ISO) approved standard for creation of new markup languages. 



Standardization
SGML has since proved useful in many large publishing applications where it is used to define the structure of electronic documents. HTML was defined using SGML when the need for a simple markup language arose on the Web. The problem with SGML is that it is too general and full of features designed to minimize keystrokes in an era when every byte had to be accounted for. It is more complex than Web browsers and average users can cope with. 

3.2 HTML and the World Wide Web

HTML is an implementation of SGML designed to provide Web authors with a relatively simple and efficient means of publishing documents for Web distribution. The SGML declaration for HTML is implicit among Web implementations. 

In HTML documents, tags define the start and end of documents, headings, paragraphs, lists, hypertext links, etc. HTML elements are generally identified in a document as a start tag, which gives the element name and attributes, followed by the content, followed by an end tag. Start tags are delimited by < and >, and end tags are delimited by </ and >. For example

<H1>ThisisaHeading</H1>

<P>Thisisaparagraph</P>
The content of an element is a sequence of characters (text) and nested elements. Some elements, such as anchors, cannot be nested. The content model for a tag defines the syntax permitted for the content. HTML is designed to be flexible in that the closing tags of some elements may be omitted when they are clearly implied by the context and tags and their attributes are case insensitive. 

HTML has become the lingua franca for publishing hypertext on the Web. It is a non-proprietary format that can be created and processed by a wide range of tools, from simple plain text editors to sophisticated wysiwyg authoring tools and Web browsers. In terms of what it was originally designed to do and its acceptance by the Web community, HTML has been highly successful. However, it tells the computer nothing about the content of a document other than how it should be displayed. 

This is extremely wasteful in terms of computer processing. Client-side computers are reduced to platforms for document display, and server-side computers are required to endlessly produce and communicate documents to feed the demand. It is also wasteful in terms of Web search efficiency. With HTML a search engine cannot distinguish between references to a book by Benjamin Franklin and a book about Benjamin Franklin, which is why the results of a Web search are invariably cluttered with many useless and inappropriate links. 

3.3 Separation of content from style

The solution is simple: use tags that say what the information is, not how it looks, and separate the content of a document from its presentation (or style). 

XML does exactly this –– it allows use of tags that are descriptive of the contents of a document and it separates the description of structure and content from information concerning presentation. The former is in the document, while the latter is in a stylesheet that the document links to. This makes it much easier to have, and to change, a common presentation across a set of documents, or to have different presentations of the same information for different audiences. Only one stylesheet is required to render many XML documents; conversely, a single XML document may be rendered in many ways by different stylesheets. 

3.4 XML and the next-generation Web

XML was created by removing frills from SGML to arrive at a more streamlined, digestible meta-language. XML consists of simple rules that allow a markup language (tag-set) to be created from scratch. The rules ensure that a single compact program, called a parser, can process any conforming language. 

Whereas HTML is a tag-set built from the SGML meta-language, XML is not a tag-set at all; rather, it is a more easily used form of meta-language, derived directly from SGML. XML does not provide a set of tags to use, as HTML does, instead it provides rules for building tag-sets that suit information requirements. For example, with XML a computer application can readily distinguish between <author>Benjamin Franklin</author> and <subject>Benjamin Franklin</subject>. 

Another key difference is that an XML-compliant browser has no hard-coded knowledge of the tag-set in a document that it will be expected to display. Instead, the XML document includes a pointer to a style sheet, a file that accompanies the document and defines how the content of the tags should be rendered. The XML document may (optionally) also contain a pointer to a document type definition (DTD), a declaration of allowable tags, dependencies and content type (more on this later). 

The XML rules can be summarized as follows: 

· Every XML document must have a root element (tag) that encloses the contents;
· Every start tag must have a closing tag;

· Tags must nest cleanly;

· Empty tags have a different form to make it clear that these are tags with no closing tag;

· All attribute values must be in quotation marks;

· Tags are case sensitive and must match;

XML documents need a declaration at the top to signal what they are.

An XML document that conforms to these rules, as determined by an XML parser, is classified as well-formed. The rules are significantly stricter than those implemented within HTML, i.e. current HTML documents do not satisfy the XML rules. This does not mean that HTML will be replaced by XML, since HTML is still useful for presentation purposes. HTML will remain in its current form but will converge towards XML-conforming HTML. 

The nesting rule automatically forces certain simplicity on every XML document, which takes on the structure known in computer science as a tree. As with a genealogical tree, each graphic and bit of text in the document represents a parent, child or sibling of some other element; relationships are unambiguous. Trees cannot represent every kind of information, but they can represent most kinds that computers are required to understand. A tree representation of information, moreover, makes it extremely convenient for programmers to generate software for accessing the information. For example, the XML data for a portion of a document might be:

<? Xml version=”1.0” encoding=”ISO08859-1”>

  <COLLECTION>

    <CD id=”001”>

      <TITLE> Empire Burlesque</TITLE>
      <ARTIST>Bob Dylan</ARTIST>
      <COUNTRY>USA</COUNTRY>
      <PRICE class=”US”>10.90</PRICE>
   </CD>

   <BOOK id=”001”>

      <TITLE>Using Science and Technology Information Sources</TITLE>
      <AUTHOR>

         <LASTNAME>KOVACS</LASTNAME>
         <FIRSTNAME>BEATRICE</FIRSTNAME>
      </AUTHOR>

      <PRICE class=”US”>29.99</PRICE>
   </BOOK>

</COLLECTION>

The graphical tree representation of this information is shown in Fig. 1.






Fig. 1. Tree representation of XML metadata tags and contents
This tree representation of XML content, which is generated within a computer by an XML parser, is called the Document Object Model (DOM). It is a key component of the XML standard and provides an efficient basis for software applications to access and manipulate the XML content in standard ways through XML tag references. In a software context, the DOM is the Application Programming Interface (API) for an XML document.

In a browser context, the DOM is a platform and language neutral interface that allows software scripts to dynamically access and update the content, structure and style of documents. The document can be further processed and the results of that processing can be incorporated back into the presented page. Thus, the content of an XML document can be manipulated (formatted, re-calculated, sorted, etc.) within a client-side browser to suit varying presentation requirements.

4. Metadata V.S. HTML & XML

The metadata typically includes the name of the author, the date of publication, and a description of the content of the document, especially with respect to a standard classification taxonomy. For example, the subject of an HTML document about a new strain of in-fluenza could be lucidly described using the vocabulary of the US National Library of Medicine Medical Subject Headings (MeSH) [19] by prepending META elements with the appropriate Dublin Core [18] qualifiers for the subject.

In the near future, XML is expected to replace HTML as the markup language of choice for web documents [16,17]. XML is also expected to become an important language for web data exchange. XML is better suited to describing the structure and semantics of data because it is extensible.

HTML has a pre-defined set of elements that, for the most part, describe the layout of a document. In XML, new elements can be invented to represent the semantics and structure of data. Metadata can also be encoded in XML. Metadata in XML can have a complex structure and semantics, for instance the metadata might describe the type and schema of data to be exchanged

5. MOTIVATING EXAMPLES

5.1 Bibliographic databases
Database management is a complex topic. XML provides for unambiguous identification of complex data structures that can be treated as objects. Namespaces can be used to unite parts of DTDs or schemas to help manage greater complexity. And database interface products supporting XML, such as Oracle 8i (relational) and Ozone (object-oriented), are available. 

The best argument for the feasibility of using XML in conjunction with database management is the example of the National Library of Medicine (NLM). As part of a project to modernize its computer systems, NLM chose XML as the format for disseminating MEDLINE bibliographic citation data and will spend much of this year converting more than 11 million records. XML serves as the input/output mechanism to a commercial relational database product. 

NLM took the opportunity of switching formats to make organizational changes in data, such as separating errata and retraction information from titles and providing for new elements, e.g., corporate author. XML will be the only distribution format for MEDLINE beginning in 2001. NLM plans to produce an XML version of MeSH (Medical Subject Headings) and eventually of its MARC cataloging. XML is also used internally for the forthcoming NLM Gateway, an intelligent search tool that can query the multiple back-end retrieval systems operating at NLM. 

5.2 NASA Astrophysics Data System
The NASA Astrophysics Data System also chose XML for reformatting all its bibliographic records. DialogWeb now uses an XML database interface, and WIPO (World Intellectual Property Organization) has announced that XML is the preferred format for document submission.
XML offers the potential for even more sophisticated presentation of query results. Indexing entries could be converted on the fly to construct a search result in XML that has structure and functionality, e.g., an author browse could display surnames, with an option to "open" selected ones to see an alphabetical subarrangement of forenames with multiple hotlinking and hit counts.
6. RELATED CASE STUDY

6.1 MARC network effects

The library literature is filled with definitions and examples about the latest metadata standards that are used in libraries today [24, 25, 26, 27, 28, 29 and 30]. Two of the best and earliest articles of this type are Stuart Weibel's "Metadata: the foundations of resource description" [31] and "Resource description in the digital age" by Jennifer Younger [27]. Another noteworthy contribution is Lorcan Dempsey and Rachel Heery's article, "Metadata: a current view of practice and issues," which lists various metadata standards and categorizes them according to a typology [32]. Ohio State's Magda El-Sherbini reports on her literature search, e-mail survey, and the challenges of mapping Government Information Locator Service (GILS), Dublin Core, Colorado Digital Library Project, and the Content Standard for Digital Geospatial Metadata (CSDGM) to MARC21 [33]. Sherry Vellucci, from the School of Library and Information Science at St. John's University, discusses some of the problems using MARC to describe electronic resources and encourages us to embrace a world of heterogeneous standards [34]. 

Librarians are already aware of the use of non-MARC metadata in libraries today. From this literature review it is clear that library technical services departments need to proactively get involved in not only creating and maintaining non-MARC metadata, but more importantly, developing the means for widely sharing metadata with libraries that need it for resource discovery and access. 

When it comes to discussions of metadata in libraries, Norm Medeiros, the coordinator for Bibliographic and Digital Services at Haverford College, identifies three factions: "XML-only proponents," "MARC traditionalists," and what we call the "modular metadata camp [35]." While each faction has some convincing arguments to offer, the variety of metadata types in use today all have a role to play. XML-only proponents overlook the enormous costs of switching the standard for sharing bibliographic resources from MARC to XML. Carl Shapiro and Hal Varian, from the University of California-Berkeley, describe the economics of these issues in their text, Information Rules [36]. "Switching costs" are the cost of changing from one information technology standard to another. When switching costs are very high, the user(s) of the standard may be said to be "locked-in." "Lock-in arises whenever users invest in multiple, complementary, and durable assets specific to a particular information technology system" [37]. Lock-in, they say, occurs at the level of the individual, company, or even society. Shapiro and Varian also discuss "network effects." The value of a network is proportionate to the number of users who utilize the same standard or platform. When one considers that libraries depend on MARC tools, database systems, and bibliographic utilities to share metadata, it is clear that librarians and libraries reap tremendous value from the MARC standard. As of February 2002, OCLC served over 40,000 member institutions sharing over forty-five million unique bibliographic records [38]. 

Thus, MARC's network effects assure its continued prominence in the future. OCLC's CORC (Cooperative Online Resource Catalog) [Connexion] system's actual use by libraries is a good illustration of the power of MARC network effects. Although CORC offers templates and displays output in both Dublin Core and MARC, evidence suggests that librarians overwhelmingly prefer creating MARC records rather than Dublin Core. Chandra Prabha, from the OCLC Office of Research, provides a good description of this phenomena in her presentation "CORC users: what are they cataloging?" [39] 

MARC traditionalists, "who judge AACR2 and MARC as the only credible instruments of bibliographic description," often cite MARC's richness and ubiquity as reasons to embrace it over other metadata standards. However, the traditionalists tend to minimize the fact that MARC is costly, labor-intensive, and requires special technical knowledge about AACR2 rules and MARC encoding [40]. Although the addition of bibliographic description fields such as Electronic Location and Access (MARC 856) describe networked information, there is continuing dissatisfaction with the flat structure of MARC and the limitations that the flatness put on handling versioning and hierarchical relationships in documents [41]. 

The "modular metadata camp" embraces aspects of traditional MARC as well as emerging tools, standards, and architectures that can work alongside MARC. First and foremost, the modular metadata perspective recognizes that Dublin Core is a standard to aid resource discovery, not to replace rich, complex, and reliable standards such as MARC or CSDGM. Carl Lagoze, Jessica Milstead, Susan Feldman, and Norm Medeiros are a few who acknowledge MARC and non-MARC schemas in the spirit in which they were conceived [33, 35, 42 and 43]. The CUGIR Metadata Sharing Project adopts this modular metadata approach.

6.2 The challenge before us

We cannot overlook the tremendous network effects we enjoy by using the MARC standard throughout libraries. One challenge before us, then, is how to link non-MARC metadata such as Dublin Core and CSDGM with metadata stored in MARC/AACR2. A second challenge is designing efficient methods for maintaining related metadata. 

In early 2001, the authors planned to improve access to the Cornell University Geospatial Information Repository (CUGIR) [44]. CUGIR, established at the Albert R. Mann Library in 1998, is an online clearinghouse that provides unrestricted access to geospatial data and metadata with special emphasis on those natural features relevant to agriculture, ecology, natural resources, and human-environment interactions in New York state [45]. CUGIR is a node of the Federal Geographic Data Committee (FGDC) Clearinghouse and is one of 250 spatial data servers that have digital geographic data primarily used for geographic information systems (GIS) [46]. CUGIR metadata are stored as text, HTML, SGML and XML files. Online users may view any metadata record in any format of their choice. 

Converting CUGIR's metadata into MARC grants students, faculty, and staff access to geospatial data via the Cornell University Library OPAC and beyond. The co-existence of geospatial metadata with traditional resources in the OPAC is essential to making geospatial data files known and accessible beyond the narrow world of GIS (geospatial information systems). What started as a `simple' geospatial information access project became known as the "CUGIR Metadata Sharing Project." [47] 

The second problem was due to the fact that Cornell University Library's core constituency, faculty, students, and staff are not fully utilizing CUGIR's geospatial resources. The log files indicate that most users come into CUGIR with commercial and governmental IP addresses [50]. As a result of this finding, we set out to increase access to CUGIR by making it easier for core constituents to discover geospatial information via the OPAC; OCLC's CORC and WorldCat databases; and the Open Archives Initiative, or OAI. 

CORC is an example of a working system that can manage Dublin Core, XML, and MARC. The CORC system provides functionality needed to create and store Dublin Core in XML as well as MARC. CORC, launched in 1999, is an online service that provides a Web-accessible shared database and automated tools to help libraries manage and provide intellectual access to Web materials. CORC includes descriptions of Web resources that may be cataloged or displayed in either MARC or Dublin Core. David Allen, Karen Calhoun, Ingrid Hsieh-Yee, and Michael Smith are just a few authors who have described CORC and documented how it is used in libraries [51, 52 and 53]. 

OAI develops and promotes interoperability standards aiming to facilitate the efficient dissemination of content [54]. There are two standards that make up OAI: the Metadata Harvesting Protocol (MHP) and Dublin Core. The former standard is HTTP-based and the latter is transported in XML. Since OAI became public in January 2001, it has attracted a great deal of attention due to its interoperability, openness, and potential. OAI is an important component of the CUGIR Metadata Sharing Project because it allows members of the OAI community to harvest CUGIR metadata in DC and thereby increases access to CUGIR.
6.3 Common Problem
There are no widely accepted metadata standards yet. Some well-known efforts have attracted a great deal of interest. However, use of these standards is infrequent and inconsistent because different interest groups favor competing metadata standards, and none of these has achieved a critical following of support [44]. The Dublin Core (DC) has generated particular excitement in the library community because of its extensibility and the fact that its elements transfer relatively easily to MARC. Despite its popularity, the DC defines only a minimal set of elements and it has developed very little over the past few years. The DC is a very flexible standard, but its goals of simplicity, extensibility, and interoperability among collections and systems are very difficult to attain because they sometimes work at cross-purposes [43]. As a practical matter, few documents contain DC metadata at this point, and it remains to be seen whether it will receive enough support to be viable in the long term. Even if such support materializes, it seems unlikely that the application, structure, and use of DC elements will be consistent across various user communities [44]. In short, there is no guarantee that metadata generated today according to DC or any other emerging standard will be useful for providing access to documents in the future.
7. CONCLUSION AND FUTURE WORK
Metadata is a term more and more frequently heard in the library arena. The common definition for metadata is data that describe data. This can mean many things to different people. To a statistician, it could mean the categories into which figures are sorted, or the methods that were used to collect them. To a word-processing program, it could be the bits that tell it where parts of a document have been stored so that the document can be reconstructed when the mouse is clicked. To a librarian, it could mean a catalog record, or a title page, or a book’s index. It could even mean page numbers. People, of course, have been using metadata like these for a long time, long before the advent of computers, or the Internet.

Significant developments have occurred over the past few years with regards to tools and methods for working with metadata. The DC standard is gaining support inside and outside the library community. However, neither the DC nor any other standard has achieved a critical level of use in libraries. It is still unclear which metadata tools and procedures will benefit libraries most in the long run. Even large cooperative efforts have experienced difficulties generating large amounts of high quality metadata quickly.  However, with further experimentation it should be possible to identify solutions that utilize metadata to enhance access to digital resources for the benefit of library users.
Besides, information is currently structured to support humans in the library, so the domain terms and HTML metadata tags that are patently transparent to human users are meaningless to computer systems, or application. XML is gaining increasing acceptance as the language to be metadata for describing information. But XML schemas deal primarily with physical structure of web documents, and XML tag names lack the explicit semantic modeling that would support computer interpretation. Therefore, it is worthy to probe that using logical concepts, such as ontology and taxonomy, defines XML-based metadata standard to structure information on the web.
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