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3.1 MPLS KAl
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3.1.1Multi-Protocol: Both Above and Below:

Possibly several ways to setup Network Layer
Routing/Control IPv6 | IPW | IPX AppleTalk Protocols
Single Forwarding Paradigm .
based on Label Switching Label Switching
THEHE
= o -]
Can run over different g = % ?:
Link Layer technologies| @ ! o
213
2|z




3.1.2 MPLS Labels: Destination and Service Attributes:

»  Labels are the key
« Interoperability of MPLS routers
« Indicates service attributes without
per-hop decisions:
-Service Class
-Q03
—Privacy (VPN)
-awitching
sfraffic engineered paths

» MPLS Labels:

PPP /HDLC Header
(Packet over SONET/SDH)

Other Layer 2 Label Header

OthoerLavet 2 Headar Labal

» Label Header :

Label = 20 bits
COS = Class of Service, 3 Bits

S = Boftom of Stack, 1Bt
TTL = Time to Live, 8 Bits

0 1 2 3



J.2MPLS Operation

1a. JEHZBHEE (6.0. OSPF,18-19) 4
EAVAS (L A EH%(LSR),Bﬁ‘é%
1b. Et#jlabel Distribution Protocol (LDP) RN
RUHMEREOR b \
- ;
0 - o
H ¢ -0
—

2. Al e L SR
Mg SR AR 3R SR)
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3.3 MPLS VPN
3.3.1 MPLS VPN # Z %

MPLSE SR ¢ 4B AEAH B EARAH R A Y VENRA L L4 - £VPN L
AMPLSH VNG E £ & ~ QAR RS A0SR T E TREF ATRRRATM  RAE ¢
(Frame Relay) + @4 & & €(permanent wrtual curcuts, PVC)» & & Bled 8 B4

L‘ic

#EMPLS VPNs £ A # 3 nPVCH A a0 % - METH 8 TERENOZu T f 1
OB LPARBEAB R BB TURFEMHR TATF 6 VINE ¢ Ri%
o R EBEHEH T BRFHARFAGE E E-UPB FHABRTATE -
Kb KEARPVCHE » MPLS VENstE g R T M E RS R 6 o R R 8 « MPLS
Rl dVPNES L Tanytoany | R AEELMERARRHORE LI EABR
FHEBPVO)LR SR BHEBEVE) - 5~ BMPLSGVPNH E 7 A AT € 188
TURRE T~ AR APFS  BE A TuERHE S OEVORER Y ETRRAELE
PR

HLFHRBHT  MLS VPN s E SRR AR FOBAT » e ePVOR A8 dr(routing)
4B K bR RL « MPLS VPNHI R ~ BTG ABAEAHOTHAR LM RBOR
L06 ) REEARER IPVCEENAREEEHTRATENHE

MPLS VPNR e s kb0 6 F 20 R4 EExtranet « (A3 And TRESEBL

HESHALE R CTHHRRE-BREEDLIHMEERAT A ARSI RN
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3.3.2 MPLS VPN Connection

VLS~ MP-BGP sessions faiit
@' &E» 1150

,,,,,,,,,

 The VPN backbone is composed by MPLS LSRs:
+ PE routers (edge LSRs). P routers (core LSRs).

+  PE routers are faced to CE routers and distribute VPN information through
MP-BGP to other PE routers:

« VPN-IPv4 addresses, Extended Community, Label
» P routers do not run BGP and do not have any VPN knowledge.
Piyd B(LSRs) AMPLSIE 2 bk 3.
v PE& BUMPLSH K Stk BPJr, A~ E P 7 A€8% A% w B(CE)
v PandPE & Bi(ICP4OSPF S-S ki X 4 S A2 MBHBARE.
 PEfd B2 M MP-BGP # & fully meshed.



2)

»  PE and CE routers exchange routing information through: EBGP, RIPv2, OSPF, Static routing
»  CE router run standard routing software

VPN Backbone IGP (OSPF, ISIS)

PE routers maintain separate routing tables:

. Thg lgga! routing table; With all PE and P routes. Populated by the VPN backbone IGP (ISIS
or ).

* VRF (VPN Routing and Forwarding):
+ Routing and Forwarding table associated with one or more directly connected sites (CES).
« VRF are associated to (subNvirialtumel)interfaces.

+ Interfaces may share the same VRF if the connected sites may share the same routing
information.
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»  Different site sharing the same routing irformation, may share the same VRF.
»  Interfaces connecting these sites will use the same VRF.
»  Sites belonging to the same VPN may share same VRF .

(6)

EBGP, RIPv2,Static Yo

il

W w22

«  The routes the PE receives from CE routers are installed in the appropriate VRF.
+  The moutes the PE receives through the backbone IGP are installed in the global routing table.
+  Byusing separate VRFs, addresses need NOT to be unique among VPNs.



(6) IGP and label distribution in the backbone

Global routing table

PE2 -» next-hop: P1,label: 80

P2 -» nexthop: P1, label: 65

P4 -» nexthop: interface, |abel: pop

Global routing table

PE1 -» next-hop: P2, label: 25

P12 next-hop: P2, label; 35

P2 -» next-hop: interface, label: pop .

»  Allrouters (P and PE) run anIGP and label distribution protocol

» Each P and PE router has routes for the backbone nodes and a label is associated to each

route

»  MPLS forwarding is used within the core




7)

Addresses overlap

MP-iBGP session

Mutiple routing tables (VRFs) are used on Pes. Each VRF contain customer routes. Custome
addresses can overiap. VPNs are isolated
MP-BGP is used to propagate these addresses between PE routers.

VPN services allow customer to use the same address space, Address overiap, isolate

customer VPNs.
MPLS-VPN backbone MUST distinguish between customer addresses, Forward packets to e

correct destination.

BGP always propagate ONE route per destination. What if two customers are usingthe same
address 7BGP will propagate only one route - PROBLEM !l Therefore MP-BGP will gistinguish
between customer addresses.

When routes are received (through MP-BGP) by remote PE routers, What is the routing table (VRF)
the route has to be putin ? When packets have to be sentto destinations using the same address,
How the PE will route packets with identical destination addresses ?

13



@) Route propagation through MP-BGP  [oror e

into IPv4 address andinserted into
the VRF corresponding to the RT
value

VPN Backbone IGP

of P WP [poeln | Sito2
% hd 4| Net VPN-A

update for
Net1
YPN-IPv4 update: YPN-IPv4 update:
RO1:Net1, Next- RD2:Net1, Next:
hop=FPE-1 hop=PE-1
$00=8te1, RT=Yellow, §00=8te1, RT=Green,
Label=10 Label=12

»  MP-BGP assign a RD to each route in order to make them unigue In order to propagate them all.
MP-BGP assign a Route-Target in order for remote PES to insert such route to the comesponding
routing table (VRF). Route-Target is the colour of the route.

» When a PE router receives aMP-BGP route it does: Check the route-target value. If such value is
equal to the one intended to be used in a particular routing table the route is inserted into it. The
label associated with the route is stored and used to send packets towards the destination .

14



VPN-IPV4 address:

+ Route Distinguisher

« 64 bits. Makes the IPv4 route globally unique . RD is configured inthe PE for each VRF.
RD may or may not be related to a site or a VPN

+  |Pvd address (32nits)
Extended Community attribute (64 bits):
»  Site of Origin (SOOY: identifies the originating site.
+  Route-target (RT): identifies the set of sites the route has to be advertised o .

Any other standard BGP attribute
+ Local Preference « MED ~ Nexi-hop + AS_PATH « Standard Communiy ...

A Label identifying:
+  The outgoing interface. The VRF where a lookup has to be done (aggregate label). The BGP
labe! will be the second label inthe label stack of packets travelling inthe core.

The Extended Community is usedto:
»  |dentify one or more routers where the route has been originated (site): Site of Origin (SOO)
+  Selects sites which should receive the route; Route-Target



3.3.3 MPLS VPN forwarding

(1)

YRF Green
Net1 -» next-hop: PE1, label: 12

VRF Yellow
Net1 -» next-hop: PE1, fabel: 10

Global routing table

Global routing table

PE2 -» next-hop: P1,label: 80
P2 -» next-hop: P1, label: 65
P1 -7 next-hop; interface, Jabel: pop

PE{ -» rext-hop: P2, label: 25
P14 -» ned-hop: P2, label: 35
P2 -» next-hop: interface, label: pop

»  PE routers store two kind of labels intheir LFIB
+ Labels learned through the LDP protocol and assigned to IGP routes.
»  Labels learned through MP-BGP and assigned to VPN routes.
» Inthe global tables, PE routers store IGP routes and associated labels
»  Label distributed through LOP/TDP
» Inthe VRFs, PE routers store VPN routes and associated labels
»  Labels distributed through MP-BGP

16
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Dest=Net1

+ Inthe global tables, PE routers store IGP routes and associated labels:
- Label distributed through LDP.

+ Inthe VRFs, PE routers store VPN routes and associated labels:
- Labels distributed through MP-BGP.

17



9)

+  Ingress PE receives normal IP Packets from CE router

+  PE router does “IP Longest Match” from VRF | find iBGP =1
next hop PE2 and Impose a stack of [abels: <RD_A,10.4> ,iBOPnext hop PE4 §

exterior Label L2 + Interior Label L8 ¥RD_A,104» 1BGPnext hop PEA
<RD_A,102= ,iBGP next hop PE2 f

18



All Subsequent P routers do switch the packet . Solely on Interior Label.

Egress PE router, removes Interior Label. Egress PE uses Exterior Label to select which VPNICE
to forward the packet to. Exterior Label is removed and packet routed to CE router.

MPLS-VPN uses TWO labels for each packet going to a VPN destination

The top label is the LDP one; Derived from an [GP route, Corresponding to a PE address (exit point of a VEN
route), PE addresses are MP-BGP next-hops of VPN routes

The second label is the MP-BGP label: It corresponds to the VPN routeand identify the outgoing interface o
routing table to be used in order to reach the VPN destination

The MP-BGP label allow 1o use duplicate (overlap) addresses between VPNs

Forwarding from the PE tothe CE router is done based on the label value. Not the IP address which can be
identical for different VPNs

Overlapping address and traffic isolation between VPNs is done through MPLS forwarding
MPLS nodes forward packets based on the top label

P routers do not have BGP (nor VPN) knowledge, no VPN routing information, and no Internet routing
information



# w2 RSVP - Traffic Engineering

51 RSVP A £md

« (eneric RSVP - Internet standard for reserving resources
«  Generic RSVP uses a message exchange o “reserve” resources acrass a network for IP flows

» A generic QoS signaling protocol
+ An Internet control protoool
o Uses IP as its network layer
+ Qriginally designed for host-to-host
o Uses the IGP to determine paths
*» RSWPisnot
*  Adata transport protocol

*  Arouting protocol
o RFC 2205

20



5.1.1Basic RSVP Path Signaling:

«  Simplex flows

Ingress router initiates connection

"Soft" state

— Path and resources are maintained dynamically
— Can change during the life of the RSVP session

»  Path message sent downstream

+  Resvmessage sentupstream

Sender

Router

«Other RSVYP Message Types:

#PathTear

o5ent o egress router

#ResyTear

o5ent fo ingress router

sPathErr

#5ent [0 ingress router

#RasvErT

o5ent fo egress router

#ResvConf

21
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Receiver




5.2 RSVP -TE (RSVP with Traffic Engineering Extensionsji £

« RSVP-TE uses IP Datagrams (UDP at the edge) between LSR peers to send messages
~-No TCP session maintenance

» RSVP-TE- a mechanism for establishing explicitly routed LSPs
~An Explicit Route is a Constrained Route

» Extensions added to support establishment and maintenance of LSPS
~Maintained via *hello” protocol

« Used now for router-to-router connectivity

* Includes the distribution of MPLS labels

22



Path (8,C Path (C
ol S

LSRA LSRB LSRC
Ingress «grsrerees rroeeen EQTESS
RESV-Label 17  RESV - Label 32

Ingress LSR initiates connection
‘Soft' state
~ Path and resources are maintained dynamically
Path messages sent downstream
Resv messages sent upstream

Ingress LSR consults TED to determine path
RSVP -TE support downstream-on-demand label allocation only
LSR does Connection Admission Control (CAC)

Each LSR process the RESV using received label for outgoing traffic
associated with this LSP

RESV allocates resources at each LSR
When ingress LSR receives the RESV the LSP is established

23



PATH PATH PATH

ERO= (R4, RS, RY) ERO = (RS, R) ERO = (R)
==== ===  ====P s

Ingress Explicit route = {R1, R4, R8, R9) LSR

R1 Rd R8 RS

Establish state and request label assignment

R1 transmits a PATH message addressed o R9
- Label Request Object
- ERO = {strict R4, strict RS, strict R9}
- RRO = {ingress LSR IP add, store and add [P hop addr}
- Session Attributes: Priority, preemption, and fast reroute
-~ Flow_Spec: Request bandwidth reservation

24



5.3 RSVP ~TE Message Objects

MPLS Extensions to RSYP
Path and Resv message objects
~ Explict Route Object (ERO)
~ Label Request Object
~ Label Object
~ Record Route Object{RRO)
~ oession Attribute Object
~ Tspec Object
For more detail on contents of objects:
daft-iett-mpls-rsvp-lsp-tunnek04 bt
Extensions to RSVP for LSP Tunnels

» PATH/RESY: Label Objects:
—Label Request Object

-Added to Path message atingress LsR
-Request that each LSR provide label to upstream LSR

—Label Object
—Carried in RESY message along retum path upstream

—Provides label to upstream LSR

25



5.3.1 RSVP-TE PATH Message Objects

« PATH: Explicit Route Object (ERO)
» Used to specify the route RSVP Path message to take

» Can specify loose’ or 'strict’ route
- Loose -relies on routing table to find route to next specified LSR
- Strict - next LSR hop is directty connected

« A route can have both loose and strict components
*ERO: Strict/Loose Path Mixed:

ERQ:

D: strict
Ciloose
Fstrict

26



« PATH: Record Object Message:

- Added to PATH message by ingress LSP
- Adds outgoing IP address of each hop along the path in downstream direction

- Loop detection mechanism :
-Sends "routing problem, loop detected” PathErr message

-Drops PATH message

+ PATH: Session Attribute Object:

_ Added to PATH message by ingress LSR

- Controls LSP parameters:
~Priority
-Preemption
~Fast-reroute

- |dentifies session
-LSP name :ASCI character string
«PATH: Tspec Object:
~Contains link management configuration:
wRequested bandwidth
wMinimum and maximum packet size supported by LSP

27



5.3.2 RSVYP-TE RESY Message Objects

RESV RESV RESV
Ingress Label =17 Label =20 Label=3
R1 R4 R8 RO
Ingress Routing Table MPLS Table MPLS Table

In | Out n | Out In | Out
P Rwlel 2,17) 3,17 l (6,20) (2,20) ' 6,3

Distribute labels & reserve resource

RS transmits a RESV message to R8
- Label=3
- Session object to uniquely identify the L5P

R6 and R4
- Stores "outbound" label, allocate an *inbound” label
- Transmits RESV with inbound fabel to upstream LSR
- R1binds label to FEC

RESV:Record Object Message

Added to RESV message by egress LSR
Adds outgoing IP address of each hop in path in upstream direction
Loop detection mechanism

- Sends 'routing problem, loop detected’ ResvEr message
- Drops RESV message

28



RSVP: TE Flow Descriptors

PATH | Phop Tspec Adspec | Sender Template

\
Y
Flowspec
RESV Rspec Style | Filterspec
e A
v
Flowspec

Part of RESY that defines the merging capabilities of the flow
Wildcaro-Fiter (WF) style creates a single reservation for all flows from upstream senders

Fixed-Fiter (FF) style - creates a distinct reservation for selected senders
Shared Explicit (SE) style - creates a shared reservation for selected senders

29



« Fixed Filter Style:

Path (D)
Path (C.D) Path (D)

v

fsRC LSRD
Ingress Egress

~¥  RESV-Label 32

- 4"1}’ O
| " \05 ‘llllllllll
3 o Lo
Ingress

30



«Shared Explicit Style:

Path (D)
Path (C,D) Path (D)
suusRNse ’ ggggggg W»

LSR D
N Egress
\ RESV - Label 32

o’ 0

2= » ?a%\\o «mm“"
= LSR8
Ingress
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% 7% Differentiated Service

5.1 The IETF Differentiated Services
IP Header Payload

.
0
g

» DSCP Differentiated Service Code Point = 6 bits
+ DSCP encodes which treatment the packet should received

+ inTOS Field for IPv4 (rfc 791) and Traffic Class octet for IPv6
--> DS field in Header of every IPv4 and IPv6 packet
--> supersedes TOS, DTR,..

+  CU: Currently Unused = 2 bits (lined up for ECN)

« PHB= Per Hap Behavior
The Diff-Serv treatment (scheduling/dropping) applied by a Router o all the packets which are to
experience the same Diff-Serv service

« DSCP=Differentiated Services Code Point
The value in the IP Header indicating which PHB is to be applied to the packet

32



+BA= Behavior Aggregate

The set of all the packets which have the same DSCP (and thus that will receive the same
PHB)

*0A= Ordered Aggregate

The set of BAs which have an ordering constraint {'must go into the same queue’)

»PSC= PHB Scheduling Class

The set of PHBS applied to an OA (the set of PHBS using the same queue”)

Highly Aggregated
state in Core Per-flow state
No state everywhere

only Multiple Classes QoS Guarantees
of Services per-flow

IP QoS Model which offers service differentiation and remains highly scalable. Dift-Serv
scalability comes from aggregation of traffic on edge and processing of Aggregate only in Core.
Aggregation on edge, then many flows associated with  Class (marked with DSCP). Aggregated
Processing in Care then Scheduling/Dropping (PHB) based on DSCP.

33



5.2 Diff-Serv over MPLS

Because MPLS is there primarily to transport IP, MPLS's primary QoS goal is to support existing
IP QoS Models Because MPLS is there o support very large scale operations, MPLS's primary IP
QoS Mode! to support is Diff-Serv. [ETF Progress on Diff-Serv over MPLS <draft-ietf-mpls-diff-ext-
03.b¢>, MPLS Support of Differentiated Services, Feb 2000, Le Faucheur et al.

Non- MPLS VPLS

ﬁ)lff Serv%&Domam& o | 51ff-§ery 5 qmain'

0 1 2
0123456769012345678901234567890
tot-t—t—t=t-tot-dotototodottotototot—todotot—topodofotmpotot—f it
| Label I 151 1L I
e L T e e e T L r o e e Rt ST SR

»  DSCP field is not directly visible to MPLS Label Switch Routers ¢they forward based on MPLS
Header) --> information on Diff-Serv must be made visible to LSR in MPLS Header (using EXP
field and label)

34



Diff-Serv IP Routers make thei forwarding decision independently of packet's BA
- Forwarding decision (next hopegress interface selection) is based only on Destination IP Address
~ Scheduling decision (on egress interface) is based only on DSCP

Diff-Serv MPLS Routers make a forwarding decision which may be dependent on packet's BA
— Forwarding decision (egress label selection) may depend on packet's BA

This describes how *Diff-Serv* information is conveyed to LSRS in MPLS Header

Two methods:
-E-LSP: *Queue" inferred from Label and EXP field. “drop priority* infemed from label and EXP field.
-L-LSP: "Queue" infemed exclusively from Label. “drop priority" infered from EXP field.

5.2.1 E-LSP Example

+ £-L8Ps can be established by various label binding protocols {LDP or RSVP)
+ Example above flustrates supportof EF and AF1 on single E-LSP

-Note: EF and AF1 packets travel on single LSP (single label) but are enqueued in different
queues (different EXP values)

+ Queue is selected based on EXP (and possibly label)

35



5.2.2 L-LSP Example

LOPRSVP  _ LDPIRSVP

+  |-L5Ps can be established by various label binding protocols (LDP or RSVP)
+  Example above illustrates support of EF and AF1 on separate L-L5Ps

- EF and AF1 packets travel on separate LSPS and are engueued in different queues
(different fabel values)

«  Queue is selected based on label

LOPRSVP _ LDPIRSVP

36



E-LSPs and L-LSPs support IP Diff-Serv model:

--> the scheduling is as per Dift-Serv: at the granularity of the OA (ie all packets belonging to the same
OA ga into the same Diff-Serv queue

- Diff-Serv over MPLS does not use per-label-gqueuing but rather retains Diff-Serv's scalable Aggregate

Leuin
?an paciets of same OA go into single queue regardiess of which LSP they use)

Exact same PHB Mechanisms as IP Diff-Serv. Diff-Serv Queues with Diff-Serv drop profiles
+  Only difference is packet classification
- ForlP Diff-Serv, packets classified by DSCP
- For MPLS Diff-Serv, packets classified by labe/EXP
«  MPLS Diff-Serv is Un-distinguishable from [P DiffServ

'Edge Diff-Berv LSR

¢ MPLS )
Diff-8erv Domain

0 1 2

0123456789012345678901234567889070
e T et e
1 Lahel B TTL |
it ek S S S S—s —pm gt

1) identify incoming packet's BA looking at ncoming DSCP
2) pickthe LSPAabel which supports the right FEC and the right BA
3) mark the EXP field to reflect the packet's BA

37



»  MPLS over PPP and LAN: both E-LSPs and L-LSPs are applicable
»  MPLS over ATW/FR: only L-LSPs possible (EXP is not seen by ATM LSR or FR LSR)

»  E-LSPs can be setup with existing (non-DS-aware) signalling: LDP, RSVP etc. EXP -> PHB
mapping is configured on every router as per Diffserv

» L-LSPs require signalling extension i bind“queue” to a label: New DIFFSERV object added to
RSVP/LDP to signal the "queue” in which to enqueue the label. Meaning of EXP bits is well-known

5.3 QoS Model for MPLS VPN
5.3.1 How it feels for a CPE:Routing Viewpoint

Gl
LJ

MPLS VPN : Physical View MPLS VPN : Logical View
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Routing Adjacencies:

~ Before MPLS VPN
Point-to-point to all remote sites

- WithMPLS VPN

point-to-cloud
“Pointto-Cloud” is key to MPLS VPN benefits from Routing Viewpoint

5.3.2 How itfeels for a CPE: Qos Viewpoint

MPLS VPN : Logical View

39



QoS Commitment

- Before MPLS VPN:
point-to-poirt to all remote sites

- With MPLS VPN

point-fo-cloud
"Point-to-Cloud" s in line with the Diff-Serv model

"Point-to-Cloud" is key to MPLS VPN benefits from QoS
Viewpoint
~ scalability in SP Backbone
- simplicity for Customer

5.3.3 MPLS VPN 008 Service: Pointo-Cloud” model

ICR= Ingress Committed Rate
from given Site into Cloud

ECR= Egress Committed Rate
from Cloud into given Site

VPN_A
ICRECRfereach COS -
AN
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Proposed SLA for CoS C1

« As long as for each site S of VPN X
- 5 sends less than ICR
- Sreceives less than ECR

« Then:
- loss ratio is < 104-n1)
~-RTTis<m1ms

. -10, 100ms
Siver.  [-8, 200ms], $$
BE: [be, be], $
Benefits:

+  Anyto any connectivity ...
+ .. without requiring the customer to know or specify its traffic matrix.
Changes intraffic matrix accommodated by SP without change in the QoS contract

+ Preserves MPLS VPN scalability
(no *per- VPN-Site" awareness in SP backbong)

« Resource Allocation by SP is at very aggregate level (per COS):
easier, higher statistical gain
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5.3.3 How to Build “Point-to-Cloud” Service?

« Scenario 1:
- Constrained access
- Unconstrained Backbone

Best-Effort of MPLS

Diff-Serv of IP /«\ Diff-Serv of IP
— / MPLS VRN "
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o« Scenario 2:

— Constrained access
- Constrained Backbone (or requirement for tightest possible delay)

Diff-Serv of MPLS

DifServof P ¢ ?  DfSevof P

7 wlevn T e—
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* Scenario 3:
— Constrained access

~ Constrained Backbone (or
requirement for tightest possible
delay)

- Requirement to maximise use of
backbone resources

Diff-Serv ofMPLS
Dift-Servof P Traffic Engineering of MPLS Diff-Serv of IP
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5.3.3 MPLS QoS - Conclusions

+ MPLS QoS number one goal is to support Diff-Serv, the whole of Diff-
Serv and nothing but Diff-Serv

+ |ETF is nearing standardisation of Diff-Serv over MPLS

o Diff-Serv over MPLS provides same service as
Diff-Serv over IP

+ Diff-Serv model easily applicable to MPLS VPN service to offer an
attractive “point-to-cloud” QoS senvice
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