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[image: image5.jpg]3.1.2 MPLS Labels: Destination and Service Attributes:

- Labels are the key
- Interoperability of MPLS routers
- Indicates service attributes without
per-hop decisions:
~Senvice Class
-Qos
~Privacy (VPN)
~Switching
traffic engineered paths

+ MPLS Labels

PPP /HDLC Header
(Packet over SONET/SDH)

Other Layer 2 Label Header

- Label Header N N ) N

20bits 01234567890123456789012345678901
1ass of Service, 3 Bits,
S = Bottom of Stack, 1 Bit
TTL = Time to Live, 8 Bits
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[image: image8.jpg]3.3.2MPLS VPN Connection

MP-iBGP sessions

+ The VPN backbone Is compased by MPLS LSRs
- PE routers (edge LSRs). P rauters (core LSRs)

+ PE routers are faced to CE routers and distribute VPN information through
MP-BGP to other PE rouiters:

+ VPN-IPv4 addresses, Extended Community, Label
+ P routers do not run BGP and do not have any VPN knowledge.

+ Pipdr B(LSRs) BMPLSMES 80 B

+ PER BuMPLSF ASH o BP)6E, Ao — &M E ©IP ¥ A4 R% L 850 B(CE)
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+ PE and CE routers exchange routing information through: EBGP, RIPv2, OSPF, Static routing
+ CE router run standard routing software

@)

VPN Backbone IGP (OSPF, ISIS)

- PE routers maintain separate routing tables:

- The global rauting table: With all PE and P routes. Populated by the VPN backbone IGP (1SIS
or OSPF)

- VRF (VPN Routing and Farwarding)
+ Routing and Farwarding table associated with ane or mare directly connected sites (CEs)
- VRF are associated to (subMirualitunnel)interfaces

+ Interfaces may share the same VRF If the connected sites may share the same routing
infarmation 10
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Different site sharing the same routing information, may share the same VRF
Interfaces connecting these sites wil use the same VRF
Sites belonging to the same VPN may share same VRF

®)

VPN Backbone IGP

The routes the PE recelves from CE roLters are installed inthe appropriate VRF
The routes the PE receives thraugh the backbane IGP are installed in the giobal rauting table
By using separate VRFs, addresses need NOT to be unigue among VPNs

1
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IGP and label distribution in the backbone

PE1

PE-2

@H

Gicbal rauting table
PE2 > naxthop: P1,label: 80
P2» nxthop: P, [3bel:65
P12 nad hop: rtértace, label: pop

okl rauting table

PE1 > naxthop: 2, label: 25
P1 > nxthop: P2, [3bel:35
P2 2 nad hop: rtértace, label: pop

+ Allrouters (P and PE) run an IGP and labe! distribution protocal
+ Each P and PE router has roLtes for the backhone nodes and alabel is assaciated to each

route

+ MPLS forwarding is used within the core
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Addresses overiap

\!@_g%“l

5] VPN Backbone 6P

= e

MPBGP session

Multiple routing tables (VRF's) are used on Pes. Each VRF contain customer routes. Customer
addresses can overlap. VPNs are isolated

MP-BGP Is used to propagate these addresses between PE roLters

VPN services allow CUStomer to use the same address space, Address overlap, isolte
customer YPNs

MPLS-VPN backbone MUST distinguish between customer addresses, Forward packets to the

carrect destinafion
BGP always propagate ONE raute per destination. What If twa customers are using the same
address ?BGP will propagate anly one route - PROBLEM !l Therefore MP-BGP will clstinguish
between customer addresses

When roLtes are recelved (though MP-BGF) by remote PE roLters, What Is the routing table (VRF)
the route has to be putin 7 When packets have to be sent to destinations sing the same address,
How the PE will route packets with identical destination addresses ?

13
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+ MP-BGP assign a RD to each route in order to make them unique In order to propagate thern all
MP-BGP assign a Route-Target in order for remate PEs to insert such mute to the comesponding
routing table (VRF). Route-Target is the colaur of the route

+ When a PE router receives a MP-BGP roLite It does: Checkthe roLte-target value If such value is
equal to the one intended to be used in a particular routing table the route is inserted it It The
Iabel associated with the route is stored and used to send packets towards the destination

14




[image: image14.jpg]VPN-IPV4 address
- Route Distinguisher

~ B4 bits. Makes the IPv4 route globally unique . RD is configured in the PE for each VRF
RD may or may not be related to a site or a VPN

- IPva address (32bits)
Extended Community attribute (64 bits)

+ Site of Origin (SO0 Ientifies the ariginating site

- Route-target (RT): identifies the set of sites the route has to be advertised to
Any other standard BGP atribute

- Local Preference  MED ~ Nexthop ~ AS_PATH - Standard Community
A Label identifying

+ The outgoing interface. The VRF where a lookup has to be done (aggregate label). The BGP
Iabel wil be the second label in the Iabel stack of packets travelling Inthe core

The Extended Community is used to
+ Identify ane or mare rauters where the route has been originated (site): Site of Origin (S00)
+ Selects sites which should receive the raute: Route-Target
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[image: image15.jpg]3.3.3 MPLS VPN forwarding

m

VRF Grean
Nt = nexthop: PE1, abel: 12

P1 P2

L

VRF Yellow
Nt = net hop: PEA, abel: 10

Gicbal routing table

Giabal rauting table

PE2 » raxthop: P1,abel: 80
P2-» nexthop: P, bl 65
P12 nat hop: ntérface, label: pop

PE1 > naxthop P2, (abel: 25
P1 > nexthop: P2, [3bel:35
P2 2 nadt hop! ntértace, label: pop

+ PE routers stare two kind of labels in their LFIS
+ Lahels leamed through the LDP protacal and assigned to IGP routes.
+ Lahels leamed through MP-BGP and assigned to VPN rautes.

+ Inthe global tables, PE routers store IGP routes and associated labels
+ Lahel distriouted through LDP/TDP

+ Inthe VRFs, PE routers store VPN routes and associated labels
« Lahels distributed through MP-BGP

16
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=

+ Inthe global tables, PE routers store IGP routes and associated labels:
- Label distributed through LDP .

+ Inthe VRFs, PE routers store YPN routes and associated labels:
- Labels distributed through MP-BGP.
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Ingress PE receives narmal IP Packets from CE router

PE router does “IP Longest Match” from VRF | find IBGP
next hop PE2 and impose a stack of labels
exterior Label L2 + Interior Label L8
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[image: image18.jpg]All Subsequent P routers do switch the packet . Solely on Interior Label
Egress PE router, removes nterior Label. Egress PE uses Exterior Label to select which VPNICE
to forward the packet to. Exterior Label is remaved and packet routed to CE raufter

MPLS-VPN uses TWO labels for each packet going to a VPN destination

The top label is the LDP one: Derived from an [GP route, Corresponding to a PE address (exit point of a VPN
route), PE addresses are MP-BGP next-hops of VPN roues

The second label is the MP-BGP label: It corresponds to the VPN routeand identify the outgoing interface or
routing table to be used in order to reach the VPN destination

The MP-BGP label allow to use duplicate (overlay) addresses between VPNs

Forwarding fromthe PE to the CE router is done based on the label value, Not the IP address which can be
identical for differert, VPNs

Overlapping address and traffic isolation betvween VPN is done through MPLS forvarding

MPLS nodes forward packets based on the top label

P routers do not have BGP (nor VPN) knowledge, no VPN routing information, and no Internet routing 19
inforrmation




[image: image19.jpg]# v % RSVP — Traffic Engineering

5.1 RSVP R ki 2

+ Generic RSVP - Internet standard for reserving resources
+ Generic RSVP uses a message exchange o "reserve” resources acrss a network for 1P flows

« Ageneric QoS signaling protocal
o An Interreet control protocol

o Uses [P as its retwork layer
« onginally desigreed for host:to-fost
« Uses the IGP to determine paths
* RSYPisnot

« Adata ransport protocol

«  Arouting protocol
e RFC 2205
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[image: image20.jpg]5.1.1Basic RSVP Path Signaling:

Simplex flaws

Ingress router nitiates connection

"Soft” state

~ Path and resources are maintained dynamically
~ Can change during the Iife of the RSVP session

Path message sent downstream

Resv message sent upstream

Router

Router

Sender
< RESV |

Receiver

~Other RSVP Message Types:

ePathiTear

@Sent to egress rouiter

#ResvTear

@Sent to Ingress roLtter

@PathEm

@Sent to Ingress roLtter

ResvET

@Sent to egress router

#ResvConf
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[image: image21.jpg]5.2 RSVP ~TE (RSVP with Traffic Engineering Extensionsig£

+ RSVP-TE uses IP Datagrams (UDP at the edge) between LSR peers to send messages
—No TCP session maintenance

- RSVP-TE- a mechanism for establishing explicitly routed LSPs
~An Explicit Route is a Constrained Rolte

- Extensions added to support establishment and maintenance of LSPs
~Maintained via "hella” pratocol

- Used naw for router-to-router connectivity

+ Incluces the distriaution of MPLS labels

2
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LSRA LSRC
Ingress <4 «Egress
RESV - Label 17  RESV - Label 32

+ Ingress LSR initiates connection
.+ 'Soft state

~ Path and resources are maintained dynamically
- Path messages sent downstream

- Resvmessages sent upstream

+ Ingress LSR consuits TED to determine path

- RSVP ~TE support downstream-on-demand label allocation only
- LSR does Connection Admission Cantral (CAC)

~ Each LSR process the RESY using received label for outgoing traffic
assaciated with this LSP

+  RESV allocates resources at each LSR
+ When ingress LSR receives the RESV the LSP is established

pi]




[image: image23.jpg]PATH PATH PATH

ERO= (R4, RS, RS} ERO= (RS, RS} ERO= (RS}
-———— -————— — === Egress
Ingress Explicit route = {R1, R4, R8, R9} LSR
LSR
R1 R4 R8 R9

Establish state and request label assignment
R transmits a PATH message addressed b R9
~ Label Request Object
~  ERO = (strict R4, sfrict R, strict R9)
~  RRO = {ingress LSR IP add, store and add IP hop addr}
~ Session Afiributes: Priority, preemption, and fast rerute
~ Flow_Spec: Request handwicth reservation
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[image: image24.jpg]5.3 RSVP —TE Message Objects

+ MPLS Extensions to RSVP
- Path and Resv message objects

Explicit Route Object (ERO)
Label Reguest Object
Label Object

Record Raute Object(RRO)
Session Attribute Object
Tspec Object

+ For more detail on cortents of objects:

datt-lett mpls-rsvp-Isp-unnek04 bt
Extensions to RSP for LSP Tunnels

- PATH/RESV: Label Objects:
~Label Request Object
~Added to Path message at ingress LSR
~Request that each LSR provide label to upstream LSR
~Label Object
~Carried in RESV message along retum path upstream
~Provides label to upstream LSR

2




[image: image25.jpg]5.3.1 RSVP-TE PATH Message Objects

- PATH: Explicit Route Object (ERO)
- Used to specify the route RSVP Path message to take

- Can specify loose’ or ‘strict route
~ Loose — relies on rauting table o find route to next specified LSR
~ Strict — next LSR hop Is drectly connected

+ Aroute can have both Ioose and strict companents

“ERO: Strict/Loose Path Mixed:

ERC
D strict
Ciloose

Fistrict

26




[image: image26.jpg]- PATH: Record Object Message:
~ Addled to PATH message by ingress LSP
~ Adds outgaing IP address of each hop alongthe path in downstream direction
~ Loop detection mechanism
~Sends "rauting problem, loop detected” PathEr message
~Draps PATH message
- PATH: Session Attribute Object:
~ Addled to PATH message by ingress LSR

~ Contrals LSP parameters
~Priority
~Preemption
~Fastreroute

~ Identifies session
~LSP name ‘ASCI character string
-PATH: Tspec Object:
~Cantains link management configuration
eRequested bandwidth
esMinimum and maximum packet size supported by LSP

7




[image: image27.jpg]5.3.2 RSVP-TE RESV Message Objects

RESV RESV. RESV

Ingress

Egress
LSR

LSk

Ingress Routing Table MPLS Table MPLS Table
In_| out In_| out In_| Out

1P Route] (2, 17) @10 6,200 EEDICE)

+ Distribute labels & reserve resaurce
+ R9transmits a RESY message to R8
— Label=3

~  Session abject to uniuely idertify the LSP
- ReandR4

— Stores "outhound” label, allocate an "inbound” label
— Transmits RESV with inbound label to upstream LSR
—  R1 binds label to FEC

- RESV:Record Object Message

- Added to RESY message by egress LSR
+ Adds outgoing IP address of each hop in path in upstream direction
- Loop detection mechanism

~ Sends ‘routing problem, loop detected” ResvEr message

23
- Drops RESY message




[image: image28.jpg]RSVP: TE Flow Descriptors

PATH | Phop Tepec Adspec | Sender Template
Flowspec

RESV Rspec Style | Filterspec
Flowspec

Part of RESV that defines the merging capabilities of the flow
Widcard-Fier (WF) style creates a single reservation for all flaws from upstream senders
Fixec-Filter (FF) style ~ creates a distinct reservation for selected senders

Shared Explci (SE) style — creates a shared reservation for selected senders




[image: image29.jpg]« Fixed Filter Style:
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[image: image30.jpg]~Shared Explicit Style:
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[image: image31.jpg]% & % Differentiated Service

5.1 The IETF Differentiated Services
IP Header Payload

DSCP ! Differentiated Service Code Point = 6 bits
- DSCP encodes which treatrment the packet shauld received
- in TOS Field for IPv4 (rfc 791) and Traffic Class octet for IPv6
~-> DS field in Header af every IPv4 and IPv6 packet
> supersedes TOS, DTR,
+ CU: Currently Unused = 2 bits (Iined up for ECN)
+ PHB= Per Hop Behavior

The Diff-Serv treatment (scheduling/drapping) applied by a Router o all the packets which are ta
experience the same DIff-Serv service

- DSCP=Differentiated Services Cade Point
The value in the IP Header indicating which PHE is to be applied to the packet 3





[image: image32.jpg]+BA= Behavior Aggregate
The setof all the packets which have the same DSCP (and thus that will receive the same
PHE)

~OA= Ordered Aggregate
The set af BAs which have an ordering canstraint ('must go into the same queue")

-PSC= PHB Scheduling Class
The setof PHBS applied to an OA (the set of PHBS using the same queve")

Highly Aggregated
state in Core Per-flow state
No state everywhere

Current 1P Qo3
Internet ‘Continuurm
Best effort =l
only Multiple Classes QoS Guarantees

of Services per-flow

IP QoS Model which offers service differentiation and remains highly scatable. Diff-Sery
scalability comes from aggregation of traffic on edge and processing of Aggregate anly in Core.
Aggregation on edge, then many flaws associated with a Class (marked with DSCP). Aggregated
Processing in Care then Scheduling/Dropping (PHB) based on DSCP.

kx|




[image: image33.jpg]5.2 Diff-Serv over MPLS

Because MPLS s there primarly o transpart P, MPLS's primary QoS goal is to support existing
IP QoS Madels Because MPLS is there t support very large scale operatians, MPLS'S primary P
QoS Model to support is Diff-Serv. [ETF Progress on DIff-Serv over MPLS <draft-iett-mpls-ciff-ext-
03.bt>, MPLS Support of Differentiated Services, Feb 2000, Le Faucher et al

Non-MPL§ MPLS
iff-Serv Domain Diff-Serv Domain
\DSCP

T

DscP

0 1 2
012345678901234567890123456788910
S S bttt b bttt

! T I

DSCP field is nat directly visible to MPLS Label Switch Routers (they forward based on MPLS
Heacer) --> information on DIff-Serv must be mace visible to LSR in MPLS Header (using EXP
field and label)

£




[image: image34.jpg]Diff-Serv [P Routers make their forwarding decision independently of packet's BA
~ Farwarding decision (next hop/egress interface selection) is based only on Destination IP Address
~ Scheduling decision (on egress interface) is based anly on DSCP

Diff-Serv MPLS Routers make a forwarding decision which may be dependent on packet's BA:

— Forwarding decision (egress label selection) may depend on packet's BA

This deseribes how "Diff-Serv” information Is conveyed to LSRs in MPLS Header

Two methods:
~E-LSP: "Queue" inferred from Label and EXP field"drap priority” infered from label and EXP field

LSP: "Queue” infeed exclusively from Label."drop priarity” infemed from EXP field

5.2.1 E-LSP Example

+ E-LSPs can be established by various abel binding pratocals (LDP or RSVP)
- Example above llustrates support of EF and AF1 on single E-LSP

—Note: EF and AF 1 packets ravel on single LSP (single label) but are engueved in different
queues (different EXP values)
- Queue s selected based on EXP (and possibly label)

£




[image: image35.jpg]5.2.2 L-LSP Example

LDP/RSVP LDP/RSVP
— g E——
— LSR

L-LSPs can be established by various label binding protocols (LDP or RSVF)
Example above ilustrates support of EF and AF1 on separate L-LSPs

~ EF and AF 1 packets travel on separate LSPs and are engueued in different quetes
(diferent label values)
Queue s selected hased on label

LDP/RSVP _ LDP/RSVP
—> B

36




[image: image36.jpg]- E-LSPs and L-LSPs suppart IP Diff-Serv model
~-> the scheduling Is as per DIff-Serv: atthe granularity of the OA (ie all packets belonging to the same
OA go into the same Diff-Serv ueue

~  Diff-Serv over MPLS does not use per-labek-gueuing but rather retains Diff-Serv's scalable Aggregate
queuln
{EiPatkets o same OA o nto single queue regardless of which LSP they use)

- Exact same PHB Mechanisms as IP Diff-Serv. Diff-Serv Queuies with DIf-Serv crop prafiles
- Only difference is packet classification

~ For IP Diff-Serv, packets classified by DSCP

~ For MPLS Dff-Serv, packets classified by labeVEXP
- MPLS Diff-Serv is Un-distinguishable from IP DiffServ

+Edge Diff-Serv LSR
NondpLs ¢ MPLS >

X Edge LSR Diff-Serv Domain
I 1Pv4 Packet é

*

0 1 2
01234567800123456780012345678890
Vet Pt
1 Label 1 151 L h
S P S

1) identify incoming packet's BA Inoking at incoming DSCP
2) pick the LSP/label which supports the right FEC and the right BA
3) mark the EXP field to reflect the packet's BA kg




[image: image37.jpg]+ MPLS over PP and LAN: hoth E-LSPs and L-LSPs are applicable
+ MPLS over ATM/FR: only L-LSPs passible (EXP is not seen by ATM LSR or FR LSR)

- E-LSPs can be setup with existing (non-DS-aware) signalling: LDP, RSVP etc. EXP -> PHB
mapping is configured on every router as per Diffsery

+ L-LSPs require signalling extension to bind "queue” to a label: New DIFFSERY object added to
RSVP/LDP to signal the *queUe’ in which t engueve the label. Meaning of EXP bits is well-known

5.3 QoS Model for MPLS VPN

5.3.1 How itfeels for a CPE:Routing Viewpoint

MPLS VPN : Physical View MPLS VPN : Logical View





[image: image38.jpg]Routing Adjacencies:

~ Before MPLS VPN
Point-to-point to all remote sites

- With MPLS VPN:

point-to-cloud
“Pointto-Cloud” is key to MPLS VPN benefits from Routing Viewpoint

5.3.2 How itfeels for a CPE: Qos Viewpoint

e %
\}_‘S‘

Layer 2 VPN : Logical View

Oe—»

MPLS VPN : Physical View MPLS VPN : Logical View





[image: image39.jpg]QoS Commitrent
- Before MPLS VPN
point-to-paint to all remate sites
~ With MPLS VPN
point-to-cloud
"Paint-to-Cloud s in line with the DIf-Serv madel
"Paint-to-Cloud s key to MPLS VPN benefits fram QoS
Viewpoint
~ scalability in SP Backbone
~ simplicity for Customer

5.3.3 MPLS VPN QoS Service: Point-to-Cloud™ mode!

ICR= Ingress Committed Rate
fram given Site ino Cloud
ECR= Egress Committed Rate
fram Cloud inta given Site
ICR/ECR fargach COS
pstel

40




[image: image40.jpg]Proposed SLA for CoS C1

As long s for each site S of VPN X:
— 5 sends less than ICR
— 5 receives less than ECR
Then
—loss ratin is < 10%-n1)
—RTTis<mims

Cos X [nem, rice Px
Gon [-10, 100ms].
Siver.  [-8, 200ms], ]
BE [oe. bel, $
Benefits:

Any to any connectivity
withoLt requiring the custamer t know ar specify Its traffic matrix

Changes in traffic mairix accommadiated by SP withaut change in the QoS contract
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