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                        Abstract

On March 18, 2001 Maanshan experienced a station blackout accident ( Maanshan 318 accident ). The accident began when Maanshan suffered a total loss of the offsite power, attributed to a rapid and severe salt fog attack that resulted in insulator flashover and then a ground fault to trip incoming power transmission lines. In turn, the restoration of offsite power following the loss of offsite power caused the bushing failure of one 4.16 KV breaker with damage to associated equipment. Two emergency generators A and B started and run as designed, but D/G A and B could not provide power for class 1E bus A and B due to bus fault relay activation and excitation malfunction respectively resulting in station blackout. The blackout lasted 2 hours and 8 minutes until a swing diesel generator was brought into service. The turbine driven auxiliary feed-water pump started up as designed and the endeavor of operators and staff maintained the reactor in a safe condition. Neither radioactive release nor environmental impact happened. The root causes of bushing failure were postulated due to (1) switching transient voltage, (2) bushing insulation degradation due to aging or manufacturing defect or (3) high transient voltage caused by ferro-resonance.
I. Foreword

Nuclear power plants are well designed, constructed and operated to satisfy all safety requirements to ensure plant safety. As operating experience has accumulated, it has been found that the reliability of both offsite and onsite AC power might be less than originally anticipated. Therefore, “station blackout”, the complete loss of AC electrical power to the essential buses in a nuclear power plant, could happen. The consequences of “station blackout” could be severe because many safety systems such as reactor core decay heat removal systems and containment heat removal systems depend on AC electrical power. In response to this concern, about ten years ago a swing diesel generator, a 5th diesel generator, was installed at all nuclear power plants in Taiwan based on probability risk assessment (PRA) to reduce the total risk from station blackout. All nuclear power plants are designed to cope with a station blackout for 8 hours. Two gas turbines, which connect to the 161KV power system, were installed at each plant as a back up power source. It was believed that station blackout can be prevented because of the presence of various safety systems, backup sources, multiple barriers, and AC emergency power sources.

Station blackout always involves the loss of offsite power concurrent with the failure of onsite emergency AC power. But during the Maanshan 318 accident ( on March 18 2001, Maanshan experienced a station blackout accident ), the restoration of offsite power following the loss of offsite power caused the failure of onsite AC power systems resulting in station blackout. It presents a very unique case for nuclear power plant operation.

Ⅱ: Maanshan power system

A. Maanshan, located in southern Taiwan, has two 951 MWe Westinghouse 3-loop PWRs. The first unit commercial was 1974.

B. Maanshan offsite power system: refer to figure 1

· Two offsite power sources are provided for each unit to the class 1E bus. One is from the 345KV power network through a shared 345KV startup transformer (345KV SUT) for two units; the other is from the 161KV power network through a unitized start-up transformer. Both start-up transformers have two secondary windings, 13.8KV and 4.16KV.

· There are four 345KV transmission lines, Maanshan-Lungchi (M-L) lines S & M and Maanshan-Tahperng (M-T) lines 1&2, connecting to the 345KV grid. There are also two 161KV transmission lines connecting to the 161 KV power grid.

C. The onsite power system: refer to figure 1 

· Two unit auxiliary transformers with two secondary windings, 13.8KV and 4.16KV, of which neutrals are grounded with 8 ohms and 2.4 ohms respectively.

· Two class 1E buses, denoted bus A&B.

· Two diesel generators, denoted D/G A and D/G B. One per each class 1E bus.

· A swing diesel generator for the two units alternatively providing power to either class 1E bus A or B depending on operating condition.

Therefore, five sources can provide power to each class 1E bus: main generator through unit auxiliary transformer; 345KV SUT; 161KV start up transformer (161KV SUT), D/G; and swing D/G. The source used depends on reactor operating mode and the electrical power configuration.

· During normal operation, the station auxiliary transformers provide power to class 1E group A and non-class 1E buses. Class IE group B is fed from either the 161KV (preferred) or the 345KV SUT depending on start-up transformer status.

· During start-up and shutdown, when auxiliary transformers are not available, the power can be from the 345KV SUT(preferred) or 161 KV SUT to class IE bus A and the 161KV SUT(preferred) or 345 KV SUT to class IE bus B.

Ⅲ: Maanshan 318 accident

The accident sequence is described chronologically as follows. Only the major events are described.

Time
Description

03/16 21:30
Maanshan was operation at 100% power and experienced a sustained degraded unstable condition on the 345KV transmission lines caused by severe weather (rapid and severe salt fog attack). The salt deposited and accumulated rapidly on insulators of transmission lines resulting in flashover on insulators to ground and then tripping the 345KV transmission lines randomly and frequently. Refer to figure 2.

3/17 01:00
In response to the severe weather condition, Maanshan decided to ramp down unit power. 
3/17 03:10
During ramp down, a total loss of 345KV offsite power (first time) happened. Essential class 1E bus A was fed from the 161KV SUT as designed, i.e., Breaker 17 tripped and Breaker 15 closed automatically. The total loss of 345KV offsite power was caused by the apparent rapid and severe salt fog attack.

03/17 3:21
Unit 2 was shutdown normally.

03/17 3:23
Unit 1 scrammed.

03/17 7:10
Two 345KV transmission lines, M-L line M and M-T line 2 were restored.

03/17        (In the day time) 


Action had been taken to wash insulators on M-L line S and to wash other lines during consecutive days.

03/17 08:18 
Essential class 1E bus A was transferred to the 345KV SUT manually, i.e. Breaker 15 opened and 17 closed.

03/17 20:38
A total loss of 345KV offsite power happened again (second time) due to rapid and severe salt fog attack. This is the most significant loss of 345KV offsite power because a ferro-resonance waveform was recorded by the fault oscillograph recorder in the 345KV switchyard. This ferro-resonance phenomenon was not recognized at this time. Essential class 1E bus A was fed from the 161KV SUT transformer automatically i.e. Breaker 17 tripped and 15 closed.

03/17 21:03
The 345KV transmission lines were restored gradually.

03/17 23:21
The power transfer of essential class 1E bus A was initiated by manual to 345KV SUT, i.e. Breaker 15 opened, 17closed. 

03/18 0:07
Only two transmission lines, M-T line 1 and M-L line S, remained in service. In fact, only M-T line 1 was available to the 345KV SUT because of breaker arrangement.

03/18 0:41
M-T line 1 was tripped (breaker 3630 and 3620 trip) due to rapid and severe salt fog attack. The transfer of essential class 1E bus A was made automatically to the 161KV SUT, i.e. Breaker 17 tripped, 15 closed automatically.

03/18 0:45
M-T line 1 was restored, i.e. Breaker 3630 and 3620 closed. Refer to figure 3.

03/18 0:46
Breaker 3510 (345KV SUT primary feed breaker) and breaker 1670 (161KV SUT primary feed breaker) for unit 1 tripped. A complete loss of AC offsite power (345KV and 161KV) happened for unit 1. Diesel generators A and B were initiated by low voltage to start and run automatically as designed. But essential class 1E bus A and B could not received power from D/G A and B respectively because bus A had a bus fault annunciation and D/G B had an excitation problem. Lacking AC power, Unit 1 experienced a station blackout and precipitated Emergency Alert Event 2A.Unit 2 power continued to be provided through the 161 KV SUT. Actions had been taken by procedure to bring the reactor to a cold shutdown condition.

03/18 0:50
CO2 initiations for 20 minutes. Equipment operators reported smoke at the control building area in which the 4.16KV class 1E bus A and B switchgear is located.

03/18 0:51
Operators tried to restore power from the 161KV SUT, i.e. to close breaker 1670, but failed.

03/18 0:52
Equipment operators reported that severe smoke was spreading in the essential class 1E bus A switchgear room. Also the essential class 1E bus B switchgear room could not be entered because of severe smoke. 


This situation prevented operators from inspecting the class1E bus A and B switchgear rooms.

03/18 0:56
Operators tried to restore power from the 345KV SUT, i.e. to close breaker 3510, but failed. The fire brigade had been called in.

03/18 0:57
Operators reset the class 1E bus A fault alarm. Then D/G A provided power to bus A for about 40 seconds. D/G feed breaker 25 then tripped. The turbine driven auxiliary feed water pump was initiated to run automatically and the steam generator PORV was opened manually to control reactor pressure and temperature.

03/18 01:01
Emergency Alert Event 2A lasted for 15 minutes. The plant then entered Plant Emergency Event 3A .

03/18 01:06
Operators and staff tried to reestablish excitation of D/G B locally, but failed due to severe smoke. Reactor temperature was 280℃, down from 292℃ and pressure 140Kg, down from 157Kg.

03/18 01:20
Established a Technical Support Center and reported to headquarters to prepare to establish an Emergency Planning Executive Committee in accordance with procedure.

03/18 01:38
In order to know the exact problem of power system, operators and electrical engineers fully discussed and then decided to try closing 3510, but failed.

03/18 01:43
Operators made a decision after careful discussion with engineers and management to operate alternatively the swing diesel generator in order to provide power to essential class 1E bus B.

03/18 02:30   Reactor temperature and pressure continued going down normally (Temperature 200 C, pressure 45 KG).

03:18 02:54
The swing diesel generator provided power for essential class 1E bus B successfully. Therefore, Plant Emergency Event 3A was called off. Neither radioactive release nor environmental impact happened.

Ⅳ: Accident Investigation

A. Damaged equipment

After the accident, augmented investigation teams from different organizations including Taiwan Power Company (Taipower), were established. Investigation indicated that cubicles 14, 15, 16, 17, 18 and 19 of 4.16KV essential class 1E bus A were damaged. Especially breaker 17; upper parts of all 6 bushings were guillotined completely but breaker main contacts appeared to be in good condition. Parts of the non-segregated phase bus and cable tray adjacent to breakers 17 and 15 on the incoming side were also destroyed; nothing of the physical bus bar was left. The parts of the 4.16KV class 1E bus A bar adjacent to breakers 17 and 15 on the bus side were overheated and deformed. The associated P.T., C.T. and relay were also damaged. The extensive damage might have happened when operators tried restoring power from the offsite power. But this could not be blamed on operators because of the difficulty of gathering useful operating information due to severe smoke. No useful physical material was left as evidence for further investigation to identify the root cause.

B. Initiating accident 

The accident was initiated due to the failure of a breaker resulting in the unavailability of 4.16KV essential class 1E bus A with associated equipment at unit 1. According to local observation, the evidence has shown that the “S” phase bushing of breaker 17 on the incoming side was more seriously damaged than any of the other 5 bushings. Therefore, the S phase bushing was deduced to be the place of initial fault occurrence. Based on this fact, the possible accident scenario was depicted as follows:

The accident was caused by voltage, not current, because breaker 17 was open when the accident happened. When the 345KV SUT restored the power at 00:45 on March 18, a high voltage transient destroyed the insulation of the “S” phase bushing of breaker 17 on the incoming side. A ground fault happened and produced an electric arc that resulted in a fire which destroyed six bushings of breaker 17 and three disconnect assembles on the incoming side. The arc with fire damaged cubicles 16 and 15 and extended to cubicles 14, 18 and 19. These events resulted in over current. This over current led to the trip of breakers 3510 and 1670, the 345KV SUT and the 161KV SUT feed breakers respectively. Although D/G A and B started and ran as designed, D/G A could not provide power for the essential class 1E bus A due to bus A fault relay activation. At the same time, D/G B was unavailable to provide power for bus B due to a malfunction of excitation. Consequently the station blackout lasted until the swing diesel generator could be aligned and put into service; blackout duration was 2 hours and 8 minutes.

C. The root causes of the accident

Because no useful physical material was left for identification of root cause, the root causes of accident were postulated as follows:

1. Severe weather caused four 345KV transmission lines to trip and restore so frequently that they produced high transient voltage (a) degrading the insulation of bushings of breaker 17, and (b), causing destruction or flashover on the bushing resulting in a ground fault.

2. There is a good possibility that insulation degradation of the bushing on breaker 17 was due to age or manufacturing defect. Unfortunately, no useful physical material was left for material analysis because the subject bushing was totally destroyed. The remaining bushings were burned by either arc or fire. To do material analysis might not provide useful information, according to expert opinion. The breakers, GE Magne-Blast-Circuit breaker type AM-4.16-350-2H, 1200 amps and 4.76KV, are in common use. The breakers are enclosed in switchgear, GE metal-clad type M 26. Checking the GE data bank shows no such breaker and switchgear reported to be associated with bushing failure. Maintenance was performed adhering to the instruction manual as shown by maintenance records and post maintenance testing showed satisfactory results. But bushing insulation degradation due to age or manufacturing defect is still suspected as one of the root causes. 

3. Ferro-resonance was suspected as one of the root causes. Before the time that Ferro-resonance occurred, only two transmission lines, M-L line M and M-T line 2, were in operation. The total loss of 345KV offsite power happened at 21:38 on March 17, but the 345KV breakers 3530 and 3520 (M-L line M) at the Maanshan switchyard did not open due to lack of fault current.This situation resulted in the 345KV SUT, in series with the transmission line, forming a series resonance circuit which caused a Ferro-resonance. Ferro-resonance high transient voltage was observed on the fault oscillograph recorder. This high transient voltage might had already severely degraded insulation on the S phase bushing of breaker 17, which lasted until the last power restoration at 00:45 on 18 of March. Reactor coolant pump motor fly-wheel effect, providing an energy source for the system, was suspected of contributing to ferro-resonance. Refer to figure 4, 5 and 6.

Investigation indicated that the accident is an electrical accident but it challenged nuclear power plant safety. The root causes exclude operator error. Investigation also indicated that operators performed appropriately in accident management to reduce the risk of station blackout. 

D. Discussion of failure of diesel generator B

Besides total loss of offsite power, an important key factor causing station blackout is the failure of excitation of D/G B. Review of maintenance documents shows that maintenance and surveillance test were performed in a satisfactory manner. After the accident, D/G B was tested and excitation worked successfully as designed. Further investigation was established to identify the excitation problem cause. This investigation revealed that excitation failure was as a result of failure of pneumatic control system valves 141-2A and 142-2B to open as designed (either 2A or 2B or both operate to provide pneumatic pressure to pressure switches PS-32A1 and 32B providing prerequisite conditions for excitation). Motion of 141-2A was intermittently sluggish due to valve contamination. 142-2B failed to open due to solenoid coil burnout. Surveillance testing on these two valves was last performed 10 months earlier during the most recent refueling outage. Refer to figure 7 and 8. 

Ⅴ: Lesson learned from the accident

The key actions that could contribute to the success of the accident management have been captured as lessons learned from the accident. These lessons learned are considered applicable to other power plants.

A. Maintaining a highly reliable AC electric power system

1. Development of a power supply strategy:

Station blackout involves the loss of off-site power concurrent with unit shut down or turbine trip and failure of the onsite emergency AC power system. The loss of off site power can be categorized as resulting from (1) plant AC system fault (2) utility grid blackout, and (3) weather-related such as, typhoon, severe salt fog, high winds and earthquake. Once Maanshan experiences unstable offsite power resulting from category (2) and (3), transfer to the onsite emergency AC system should be immediate. 

2. Remote trip function, as opposite breaker trip then sending a trip signal to trip breakers at the Maanshan switchyard, was
   added in order to prevent the 345KV SUT from forming a series circuit with the transmission line resulting in ferro-resonance. The trip function of the breaker depends not only on electrical fault current but also remote trip function, 

3. Breaker 15 was involved in the bushing failure of breaker 17. In review of breaker arrangement, only cubicle width to separates these two breakers. Although the cubicle belongs to class IE, it seems that the distance might not be enough. Relocation of breakers 17 and 15 for more separation is under feasibility study. Refer to figure 9 and 10

4. Since switching or other transient voltage is suspected as an accident root cause, installation of surge absorbers at the start up transformer 13.8KV and 4.16KV secondary windings is considered as a solution to reduce the potential risk of surge voltage. Right now, the feasibility study is under way.

5.Surveillance testing of DG emergency starting ( including 141-2A and 142-2B) is now performed every two months.

6. Application of probability risk assessment (PRA)

Taiwan has a subtropical climate, with hot, humid summers and an average rainfall of more than 2500mm. Especially in southern Taiwan, the Maanshan plant area, winter monsoons bring strong wind, up to 100Km per hour. Typhoons occur in summer almost every year, with damaging rains and winds that sometime exceed 160Km per hour. Earthquakes occur frequently, sometimes up to Richter magnitude 7. Besides the above mentioned weather effects on the transmission system, rapid and severe salt fog is also an unpredictable problem. With the pervasive use of computer technology, customers expect power system reliability and stability. The challenge of maintaining reliability is growing. The demonstrated reliability of power systems in operating nuclear power plants has been less than anticipated. A conclusion is made that a systematic review and analysis of operating problems associated with power systems is necessary to establish what practical measures should be taken to enhance reliability.The probability risk assessment (PRA) method, originally developed in the nuclear power industry, has proven effective in analyzing many kinds of reliability problems. A program has been initiated using the PRA method to understand the root cause of major outages and the weak points of the transmission grid. Corrective action will be taken to enhance power system reliability.

B. Operator team work training
An important aspect of severe accident management such as station blackout management is total organizational involvement. Operators especially have a key role in this management. In the Maanshan case, operators performed successfully in maintaining the reactor in a safe condition even while lacking full knowledge of plant conditions due to severe smoke in the 4.16KV switchgear rooms. The successful response of operators is attributed to operator teamwork training. Maintenance personnel full voluntary support is another key factor to manage station blackout accidents. Now, teamwork  training programs will extend to maintenance personnel.

C. Enhancing operator knowledge of the electrical related power system

Power grid reliability and stability are very important for maintaining offsite power in a stable condition. Knowledge of power system protection, switching transients, negative sequence and ferro-resonance is very useful when operators are dealing with unstable power systems. Therefore enhancement of operators’ electrical knowledge is an important aspect of severe electrical accident prevention and mitigation.

D. Fire protection equipment

Several lessons learned from the accident, as shown below, are useful and significant for other power plants.

1. Portable generators should be available to provide AC power for mobile smoke blowers, lighting and etc.

2. Mobile smoke blowers should be available to evacuate heavy smoke.

3. High intensity light equipment with 8 hour capability should be installed.

E. Other

1. Using high temperature seal o-rings on reactor coolant pumps (RCP) has shown good judgment. The evidence shows that RCP seals kept functioning after loss of power and consequent loss of seal injection for 2 hours.

2. A UPS should be installed to power the public address system and ERF data transmission equipment for at least 8 hours.

3. A UPS power system should be installed for the plant security facility.










PAGE  
1

